Dear referee#2
Thank you very much for your detailed review of our manuscript acp-2019-715. Please find our replies to your comments below. In the following, referee comments are given in italics, our replies in normal font, and text passages which we included in the text are in bold.

Mertens et al. perform a source attribution study examining the contribution of different emission sectors to air pollution over Europe, with a focus on ozone as a pollutant, a special focus on emissions from the road transport sector, and a regional focus on Europe and Germany. They employ a uniform methodology for “tagging” the emissions of ozone precursors in a system of coupled models, allowing a consistent downscaling to be made from the global scale to the national scale. Furthermore, they compare two simulations performed with different emission inventories, showing the sensitivity of the sectoral contributions to the way in which the emissions from each sector are represented in the emission inventory. This combination of sensitivity and source attribution reveals some interesting information about the behaviour of tropospheric ozone in the model system used, for example the particularly strong differences in the contribution of land transport emissions to the higher percentiles of the ozone distribution when a spatially more explicit inventory is used.

Reply: We thank referee#2 for this elaborate summary and the detailed review which helped to improve the manuscript considerably.

The manuscript is clearly within the scope of ACP, and the method clearly has a lot of potential to inform international air quality policy. Unfortunately the manuscript in its current form suffers from a number of serious flaws, which must be corrected before it can be accepted for publication.

Reply: We thank you for your overall positive comment. In accordance with your comments (see below for details) and the comments from referee#1 we strongly revised parts of the manuscript. Currently, a final proofreading is performed after which we will upload the revised manuscript. We hope it can then be accepted for publication.

Firstly, the quality of the written English is terrible. The manuscript is littered with grammatical and spelling errors, and written in a generally inaccessible style. I do not feel that it is my job as a reviewer to provide an exhaustive list of these errors. The authors should seek additional help to get the language up to an acceptable standard. I will give one example though: the very title of the manuscript contains a jarring error. The current title basically implies that ozone causes land transport emissions. Clearly this is the other way around. Land transport emissions happen first, and this leads to ozone production. A grammatically correct title could be "Attributing ozone and its precursors to land transport emissions in Europe and Germany".
Reply: We are really sorry for the errors in the first draft of the manuscript. Of course it is not the work of the referees to perform a language editing. We checked the manuscript in detail and corrected many errors. In addition we revised the title according to the suggestion of referee#2.

In the abstract, the authors state that tagging is "required" and that their method is the "only possible" way to examine global to regional scale effects. This language is way too strong and should be toned down before publication. This is especially true given that the authors themselves state on line 28 of page 25 that their results are "consistent" with a perturbation study, and also given the fact that the experiment design doesn't actually make a distinction between land transport emissions in Europe and the rest of the world.

Reply: We think that the scientific community agrees that tagging methods are the only correct way to calculate contributions (for non-linear species). Impacts and contributions can be similar, but they answer completely different questions. Therefore we don't agree that the language of the sentence ' [...] the contribution of land transport emissions to tropospheric ozone cannot be calculated or measured directly, instead atmospheric-chemistry models equipped with specific source apportionment methods (called tagging) are required' is too strong. Yet, we rephrased the other sentence to:

We investigate the combined effect of long range transported ozone and ozone which is produced by European emissions by applying a tagging method simultaneously and consistently on the global and regional scale.

Page 2, lines 26-27: while this is generally true on very small scales (eg. urban areas), the response of ozone to perturbation of precursor emissions in remote regions has been shown to be approximately linear. See for example Wild et al. (2012) and Turnock et al. (2018). Since the authors are also discussing long-range transport, some additional discussion of this here would be relevant.

Reply: We agree with referee#2 that in remote regions (i.e. with low NO\textsubscript{x} mixing ratios) the ozone chemistry is (almost) linear w.r.t. NO\textsubscript{x} and VOC perturbations. However, with increasing NO\textsubscript{x} mixing ratios the chemistry of ozone cannot be considered any more as linear (see for example Fig. 1 in Grewe et al., 2012). Concerning your comment we think it is essential to further discuss the differences of the tagging and the perturbation method to clarify this point.

The perturbation approach is based on a Taylor approximation around a base state w.r.t. the chemical regime (called \(x_0\)). The goal of this approach is to estimate a sensitivity (e.g. \(dO_3/dE\), where \(E\) are the emissions) of the ozone chemistry around \(x_0\) by a Taylor approximation. This sensitivity can be used to estimate a response of ozone on emission changes (as done by Wild et al., 2012). Clearly, this approximation is only valid around \(x_0\), but not for a different base state \(\tilde{x}_0\). Further, only for small perturbations non-linear effects can
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be neglected (first elements of Taylor series). This means that in regions with large NOx emissions non-linear effects can be neglected only for very small perturbations (e.g. 5 %) around x0. As the approximation is only valid around x0 an extrapolation to larger perturbations leads to larger errors. Therefore, Wild et al., 2012 introduces a non-linearity factor (equation 6 therein) to account for non-linearities for much larger perturbations as the original 20 %. Further they state: 'For emission reductions greater than 60 % this correction remains insufficient, and we do not expect the parameterization to work as well under these conditions.' Clearly, for such large perturbations the Taylor approximation is not valid anymore. This has been discussed in great detail also by Grewe et al., 2010. The tagging approach, however, works in a completely different way. It does not consider the sensitivity of the ozone chemistry to an emission change. Instead, it attributes ozone at any base state w.r.t. the chemistry x to the corresponding emissions. Thus, the non-linearities are implicitly taken into account. However, the tagging approach gives no information about the sensitivity of an emission change (e.g. dO3/dE). In addition, Wild et al. (2012) clearly state:

'The 20 % emission perturbations applied in the HTAP studies were chosen to be small enough to give an approximately linear response while being sufficiently large to provide robust signals in all models. However, the response of O3 to its precursor emissions is known to be non-linear (e.g. Lin et al., 1988), and it is important to characterize where these non-linearities become significant. Scaling a 20 % emission reduction by a factor of five has been shown to underestimate the response to a 100 % reduction (Wu et al., 2009), and while this underestimation is relatively small for VOC emissions, generally less than 10 %, it can exceed a factor of two for NOx emissions (Wu et al., 2009; Grewe et al., 2010), and shows a strong seasonal dependence (Wu et al., 2009). For this reason the sensitivity approach used in the HTAP studies is unsuitable for deriving a full source apportionment for O3. However, it does not preclude its use in estimating the impact of less severe emission changes.'

This is clearly in line with our argumentation. Yet, to clarify this point in the revised manuscript we changed the paragraph accordingly:

For a chemical specie that is controlled by linear processes, the perturbation and the tagging approaches lead to identical results, however, the ozone chemistry is strongly non-linear. Accordingly, the response of ozone on small emission changes can be considered as almost linear, but it does not allow a complete ozone source apportionment (e.g. Wild et al., 2012). As an example, Emmons et al. (2012) have reported that tagged ozone is 2–4 times larger than the contribution calculated by the perturbation approach. As has been outlined in numerous publications, this difference is due to different questions these methods answer. The perturbation approach investigates the impact of an emission change on the mixing ratios of ozone and is therefore well suited to evaluate for example mitigation op-
The tagging approach quantifies the contribution of specific emission sources onto the ozone budget for a given state of the atmosphere (Wang et al., 2009; Emmons et al., 2012; Grewe et al., 2017; Clappier et al., 2017; Mertens et al., 2018). These contributions do, however, not necessarily change linearly with potential changes in emissions. The difference between the results from the perturbation and tagging approaches can actually be used as an indicator for the degree of non-linearity of the chemistry as pointed out Mertens et al. (2018) in their equation 6. In the following we use the terms ‘impact’ to indicate results from perturbation approaches and ‘contribution’ to refer to results of tagging methods. In this study, we are interested in the contribution of land transport emissions to ozone in Europe. Therefore, we chose a tagging method for source apportionment.

Page 4, lines 3-4: Aren’t the last two points in this list in fact exactly the same thing?

Reply: We are sorry for the confusion the sentence caused in the original manuscript. Point 3 is dedicated to year to year variability (e.g. years with large biomass burning emissions or summer heatwaves). Point 4 is dedicated to the seasonal variability (e.g. strong biogenic emissions in summer). To clarify this we rephrased the part in the revised manuscript (see our reply to the next point).

Page 4, line 5: I can see how using two different inventories can somewhat account for uncertainties in the emissions, but three years is way too short a period to account for interannual variability. I also do not see how the model uncertainty or the uncertainty in the choice of source apportionment method is accounted for at all in this experiment design. It’s fine to mention that there can be a lot of uncertainty, but the authors should not claim to be doing more to address these uncertainties than they actually are.

Reply: Of course three years are not enough to catch the full range of interannual variability. Referee#2 is completely right that we do not account for model and/or methodological uncertainties (e.g. different source apportionment methods). During the writing process of the manuscript we changed the order of the four points, but forgot to change the sentence on p4 l5. We clarified this accordingly. The changed paragraph reads:

Typically, the uncertainties of such source apportionment studies are large. Reasons are:

- uncertainties in the models (e.g. chemical/physical parametrizations) and through the choice of source apportionment methods;
- uncertainties of the emissions inventories;
seasonal variability of the contributions caused by meteorological conditions and seasonal cycles of emissions (e.g. stronger biogenic emissions and more active photochemistry during summer than winter);

- year to year variability of the contributions caused by meteorological conditions or large emissions of specific sources in specific years (for example yearly differences of biomass burning emissions);

To account for the uncertainties due to different emission inventories we performed simulations with two different anthropogenic emission inventories. To further account for the seasonal variability we investigate the contributions for winter and summer seasons. In addition, we consider always three simulation years to gain insights in the variability of the contribution in different years. The investigation of uncertainties caused by models and/or source apportionment methods is beyond the scope of this study.

Page 5, lines 32-35: These are the only lines in the paper where the authors discuss model evaluation. I understand that the model has been evaluated elsewhere, and the model is basically as good, bad as other models, but I would appreciate some more discussion about how the model performance could be expected to influence the conclusions of the manuscript. Since the authors also want to use their model to examine extreme ozone events (in Section 4.2), there must be at least some analysis of how well the model is capable of representing these events in comparison with observations.

Reply: We added section (Sect. 2.5) including a short evaluation of simulated ozone concentrations in comparison to Airbase data. This Section reads:

A model set-up very similar to the one used for the present study has been evaluated with observational data by Mertens et al. (2016). Generally, the comparison showed a good agreement with observations. The biases are similar to comparable model systems and exhibit a positive ozone bias and negative biases for NO$_2$ and CO. One important reason for these biases is the too efficient vertical mixing within the COSMO-CLM model. Further, an evaluation of the ozone mixing ratios simulated by REF and EVEU have already been presented by Mertens et al. (2020), however, mainly focusing on JJA mean values. To investigate the models ability to represent extreme values, we present a brief evaluation of the simulated ozone concentrations in comparison to the Airbase v8 observational dataset (available at, https://www.eea.europa.eu/data-and-maps/data/airbase-the-european-air-quality-database-8, last access 14.2.2020). As the model resolution of 50 km is too coarse to resolve hot-spots of individual cities we restrict the comparison to those stations which
are classified as area types 'suburban' and characterised as 'background'. We focus on JJA 2008 to 2010 and compare the results to overall 350 measurement stations. The measurements are subsampled at the same temporal resolution (3 hourly) as the model data. The comparison with the observational data shows a positive ozone bias of the model, which has been discussed in previous studies (Mertens et al., 2016, 2020). The JJA 2008–2010 average ozone concentrations, however, are overestimated by the model. The average root-mean-square-error (RMSE) over all 350 stations is \(29.2 \, \mu g \, m^{-3}\) for \(REF\), and \(24.3 \, \mu g \, m^{-3}\) for \(EVEU\), respectively. The corresponding mean biases (MBs) are 26.6 \% and 20.5 \%, respectively (see Table S1). In addition, we calculated also the RMSE and MB for the \(REF\) simulation considering only measurements and model data at 12 and 15 UTC. For this subsample, both, RMSE and MB decrease considerably. Accordingly, the largest ozone values during daylight are captured very well by the model. As a more detailed comparison between measurements and model result shows, the overestimation of ozone is particularly strong during night. This can partly be attributed to a too unstable boundary layer during night, which is a common difficulty in many models (Travis and Jacob, 2019). In addition, the vertical mixing in COSMO-CLM/MESSy is very efficient, which also leads to positive ozone biases at noon and during the night (see also Mertens et al., 2020, 2016). Currently, further investigations are undertaken, about how this bias could be reduced in the future. Besides the too efficient vertical mixing, also too less ozone deposition during night, too low NO or VOC emissions, and successively underestimated ozone depletion during nights could also partly contribute to this bias. For analysing extreme ozone values, we also compare the 95th percentiles of ozone with measurements (see Fig. S1). Overall, the model is able to capture most of the regional variability of the extreme values over Europe. Near the densely populated regions in Benelux, Germany and Italy, however, the model is not able to reproduce the extremes. In these areas the model resolutions (i.e. also for the 12 km domain, which is not shown here) are too coarse to allow for a representation of extreme ozone values in urban areas. As has been shown by prior studies (e.g. Tie et al., 2010) resolutions below 10 km are required to capture high ozone values near cities. Terrenoire et al. (2015) have noted that even with 8 km resolution the performance of the applied CHIMERE model is better at rural than at urban sites. This underestimation can also be quantified using the RMSEs and MBs for the 95th percentile which are listed in Table S1. These results have important implications for the analyses, which are presented in this manuscript. First of all, the too strong vertical mixing in COSMO-CLM/MESSy leads to a positive bias of the contribution of stratospheric ozone at ground level. Further, also contributions of lightning and aviation at ground-level are likely larger due to this overestimated
Figure S1: 95th percentile of ozone (in µg/m³) for the period JJA 2008 to 2010. The background colors show the ozone concentrations as simulated by CM50, the circles represent the location of stations of the Airbase observation data. The inner point represents the measured concentrations, the outer point the concentrations in the respective grid box, where the station is located. All values are based on data every 3 hours.

vertical mixing. This leads to a around 1 percentage point lower contribution of anthropogenic emissions in COSMO-CLM/MESSy compared to EMAC (see Mertens et al., 2020). Due to the coarse model resolution our results are representative for the regional scale, but not for specific urban areas. In these urban areas local emissions and local ozone production/destruction might be more important such that contributions of local sources can be much larger than the values we present. On the regional scale, however, Mertens et al. (2020) showed that the results are quite robust w.r.t. the model resolution (down to 11 km). Because of the stronger ozone bias during night, we further compared the contributions at 12 and 15 UTC with the contributions considering all times of the day. The relative contributions show only small differences, i.e. a slightly larger contribution of anthropogenic emission sources during day (not shown). Therefore, we present always results for all times of the day.

Section 2.1: the authors need to do a lot more here to compare their source apportionment method with other methods in the literature. This is especially important, since the authors themselves have stated on Page 4 (line 1) that differences between source apportionment methods are an important source of uncertainty. Kwok et al. (2015) is already mentioned in Section 2.1, and Dunker et al. (2002) is mentioned in the introduction. Both of these studies use a regime-dependent attribution methodology, which is actually correctly acknowledged by the authors on page 26 in the Discussion section, but a discussion of how these methodologies differ from the methodology employed by the
Table S1: Root-mean-square error (RMSE, in µ/gm³) and mean bias (MB, in percent) of the REF and EVEU simulations compared to Airbase observation data. Given are the scores for the mean values during JJA and DJF, as well as values for the 95th percentile for JJA. For REF listed additionally also the scores considering only the values at 12 and 15 UTC.

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF JJA mean</td>
<td>29.2</td>
<td>26.6</td>
</tr>
<tr>
<td>REF JJA 12 and 15 UTC</td>
<td>18.7</td>
<td>13.4</td>
</tr>
<tr>
<td>EVEU JJA mean</td>
<td>24.3</td>
<td>20.5</td>
</tr>
<tr>
<td>REF JJA 95th percentile</td>
<td>26.9</td>
<td>-10.0</td>
</tr>
<tr>
<td>EVEU JJA 95th percentile</td>
<td>28.7</td>
<td>-14.2</td>
</tr>
<tr>
<td>REF DJF mean</td>
<td>35.1</td>
<td>32.8</td>
</tr>
<tr>
<td>EVEU DJF mean</td>
<td>32.8</td>
<td>30.1</td>
</tr>
</tbody>
</table>

authors, and how this could be expected to influence the results of the study is required already in Section 2.1. Similarly, since the authors are also considering the global scale, they should also put their methodology into the context of the existing techniques for source attribution at the global scale. The authors already cite Emmons et al. (2012) elsewhere in the paper, but do not mention this work in Section 2.1, where it would be appropriate to have some discussion of how these methods differ, and how this might influence the results of the study. One very important difference is that Emmons et al. (2012) only consider NOx as a precursor of ozone, while the technique employed by the authors combines the effects of both NOx and VOC precursors. Similarly, the study of Butler et al. (2018) is also missing from the discussion. Butler et al. (2018) account for effects of both NOx and VOC as ozone precursors, but they make some very different design decisions to the technique employed by the authors. The authors must do more to put their method in the context of the previous work, and discuss the relative strengths and weaknesses of the approach they have chosen.

Reply: The method we apply has been discussed in detail by Grewe et al. (2017). Therefore, the intention of this section was only to recap the general idea of the applied tagging method to the reader. It was never indented as a full discussion of our tagging approach compared to other approaches. However, we agree with referee#2 that a short discussion about the different approaches is helpful here, as these differences will also be discussed in the discussion. The newly added part reads:

Some of the categories listed in Table 3 are not directly associated with emission sectors. These categories are stratosphere, CH₄ and N₂O. All ozone which is formed by the photolysis of oxygen, i.e

\[
O₂ + hv \rightarrow O(3P) + O(3P),
\]
is labelled as stratospheric ozone. The degradation of \( N_2O \) is a source for \( NO_y \) (and loss a of ozone) by the reaction:

\[
N_2O + O^1D \rightarrow 2NO.
\]  

(2)

The degradation of \( CH_4 \) is considered as source of \( NMHC^{CH_4} \). This refers to the reaction:

\[
CH_4 + OH \rightarrow CH_3O_2 + H_2O.
\]  

(3)

As discussed recently in detail by Butler et al. (2018) all tagging methods are based on specific assumptions and have specific limitations. The scheme of Grewe et al. (2017), which we apply in the current study, is based on specific assumptions, which differ from other tagging schemes used in regional and global models. One important difference is the question whether ozone formation is attributed to \( NO_x \), VOC. The schemes which are available in the regional models CMAQ (called CMAQ-ISM, Kwok et al., 2015) and CAMx (Dunker et al., 2002, called CAMx OSAT,) use threshold conditions to check, whether ozone formation is \( NO_x \) or VOC limited. Depending on this the production is attributed to \( NO_x \) or VOC precursors only. The scheme of Emmons et al. (2012), applied on the global scale, tags only \( NO_x \) and therefore ozone production is only attributed to \( NO_x \) precursors. Based on the work of Emmons et al. (2012), Butler et al. (2018) presents a scheme, which attributes ozone formation either to \( NO_x \) or VOCs (implying that usually 2 simulations, one with \( NO_x \) and one with VOC tagging, are performed). This scheme has also been applied by Lupaşcu and Butler (2019) in a regional model simulation over Europe, using the \( NO_x \) tagging only. Compared to these schemes the scheme of Grewe et al. (2017) attributes ozone production always to all associated precursors (i.e. \( NO_x \), \( HO_2 \) and VOCs).

In VOC limited regions, this approach leads to the effect that a \( NO_x \) emission reduction of an emission sector reduces the contribution of that sector, and increases the contribution of the other sectors. In contrast, a reduction of VOC emissions decreases the contribution of the respective sector only. The latter is similar to the approaches integrated in CMAQ-ISM or CAMx, which attribute ozone production in the case of a VOC limit to VOC precursors only. Compared to a \( NO_x \) only tagging, our approach leads to lower contributions of \( NO_x \) sources, since they compete, not only with other \( NO_x \) sources, but also with VOC sources. Because of the family concept, which is necessary to keep the memory consumption and the computational costs low, the tagging method applied in our study can lead to some unphysical artefacts. As an example, Grewe et al. (2017) discuss the production of PAN by NMHCs from \( CH_4 \) degradation. Due to the combinatorial approach unphysical artefacts may occur, as for instance NMHCs from stratospheric origin. The main reason for this
is the definition of the PAN family, which transfers tags from NO$_y$ to NMHCs. Other tagging schemes have specific issues as well. As an example, the scheme of Emmons et al. (2012) does not neglect the O$_3$-NO$_x$ null cycle, which leads to an overestimation of local sources compared to long range transport sources (see also Kwok et al., 2015). Overall, the impacts of the underlying assumptions on the results are difficult to quantify. Therefore, it is important to study effects of different emission sources with different methods (at best in the same model framework), in order to better understand the strengths and weaknesses of the different approaches and their impact on the source apportionment results.

Also in Section 2.1, the authors could briefly mention how stratospheric ozone is tagged in their approach, since this does not fit into the framework of their Equation 2.

Reply: We added a note about tagging of stratospheric ozone in the revised manuscript (see reply above).

Section 2.2: The authors should make it clear that the tags are applied globally, with no distinction between emissions in Europe and the rest of the world. This is acknowledged later in the manuscript, but the reader would benefit from having this made clear already in this section.

Reply: We added a note in the Section which reads:

In the configuration of the tagging method applied for the present study we use only one global tag for every source category. While this allows to investigate the contributions of all global emissions of a specific emission source to ozone mixing ratios, we are not able to separate contributions from local and long range transport (e.g., we cannot separate contributions from European and Asian land transport emissions to European ozone levels, but we can quantify the contribution of global land transport emissions to European ozone levels).

Page 10, lines 17-24: For some additional context here, it would be nice to know how the proportional contributions of land transport to ambient modelled NO$_y$ compare to the proportional contribution of land transport to total NO$_x$ in the inventories. Is the contribution as would be expected from simply looking at the emissions, or is it disproportionally higher or lower?

Reply: This is indeed a good question. We calculated the relative share of land transport emissions to all anthropogenic + soil NO$_x$ emissions for June (see Fig. S2, which we add also to the revised Supplement). The contributions of land transport emissions are in the range of 50 % to 70 %. The contribution
Figure S2: Relative contribution of land transport NO\textsubscript{x} emissions to all other emissions (considering soil-NO\textsubscript{x}, shipping, anthropogenic, AWB and biomass burning emissions; in %) for July 2009; (a) for the MACCity emission inventory and (b) for the VEU emission inventory.

is larger in the VEU emission inventory compared to the MACCity emission inventory. The contributions of the emissions are in a similar range as the contribution of land transport emissions to NO\textsubscript{y}, however, the regional distribution differs slightly. Near the hot-spots (e.g., Paris) we found smaller relative contributions of land transport emissions to NO\textsubscript{y}, while the values are larger in rural areas. We added a note about this in the revised manuscript:

The relative contribution of land transport emissions to ground level NO\textsubscript{y} is in the range of 40 % to 70 % in most parts of Europe (see Fig 4). These relative contributions are similar as the share of land transport NO\textsubscript{x} emissions to all NO\textsubscript{x} emissions (see Fig. S9 in the Supplement), but compared to the share of the emissions the contributions to NO\textsubscript{y} are slightly lower near hot-spots, and larger in rural areas.

Section 4.1, page 15: The authors rightly interpret the ozone due to land transport in DJF as coming from long-range transport. I also understand that the limits of the experimental design (one global tag for land transport) make it hard to say anything about long-range transport in JJA, when local photochemistry is more active. But could it be possible to try? For example, could they look at the land transport contribution at the western boundary of the refined grid in JJA, and use this as a rough estimate of the contribution of land transport (and other sectors) in remote regions to baseline ozone in Europe? This could add a lot of value to the study and would be highly relevant for international policymaking.

Reply: This is indeed a good point. As mentioned by referee#2 we cannot directly estimate the relative importance of 'global land transport emissions' com-
pared to 'European land transport emissions', as we consider only one global tag. To answer this question in detail more tags would be necessary. Based on your suggestion we added a Figure to this Section (see Fig S3) in which we show area averaged contributions for different categories and for different regions. One region we defined here is called inflow and spreads over a large area of the western boundary of the finer domain. We added a paragraph describing this in the manuscript. As you see, we added also a separation between Northern Alps and the Po Basin (see our answer below).

To quantify the contributions of land transport emissions and other emission sources in different regions in more detail, Fig. S3 shows area-averaged relative contributions for JJA and DJF for the REF and EVEU simulations (absolute contributions are given in Table S1 to Table S8 in the Supplement). The geographical regions were defined according to the definitions of the PRUDENCE project (Christensen et al., 2007), but slightly modified. The region Alps was split up in two separate regions called 'Northern Alps', defined as rectangular box (46°: 48° N and 9°: 13° E), and 'Po Valley' (44°: 46° N and 5°: 15° E). Note, however, that the region Northern Alps contains parts of Switzerland and Southern Germany, which are still rather flat and subject to large land transport emissions. In addition, we defined a region called 'inflow', which is defined from 40°: 60° N and −13°: −11° E, and is used to quantify contributions in the air coming towards Europe. A figure summarizing the definition of all regions is part of the Supplement (Fig. S12). The relative contribution of land transport emissions in the 'inflow' region is about 9 % and very similar in both seasons and for both European emission inventories. During DJF the contributions of all categories and regions are very similar. During JJA the contribution of land transport emissions increases in most regions compared to the 'inflow' (≈ 9 %). In the Po Valley the contribution reaches up to 16 %. Unfortunately, the difference between the contribution in a specific region compared to the contribution in the region 'inflow' cannot be used to calculate $O_{3\text{tra}}$ from European emissions. Such a calculation requires different tags for global and European land transport emissions. The relative contribution of other anthropogenic emissions in the 'inflow' region (≈ 34 %) is also very similar in both seasons. During DJF the contributions in the different regions remain very similar to the contributions in the 'inflow' region. During summer, in contrast, a West-East gradient of the contribution of anthropogenic emissions is present over Europe with a decrease of the contribution of up to ≈ 27 % in Eastern Europe. This decrease is mainly caused by the seasonality of the different emissions (discussed further below). The biogenic emission category shows different relative contributions in the 'inflow' region during DJF (≈ 11 %) compared to JJA (≈ 14 %), which is mainly caused by the strong increase of biogenic emissions during summer.
Figure S3: Relative contributions to ground-level ozone (in percent) area averaged in different geographical regions for DJF 2008 to 2010 (triangles) and JJA 2008 to 2010 (squares). Shown are the results of the REF (blue) and the EVEU simulations (red) for (a) the land transport category, (b) the anthropogenic categories, (c) the biogenic category, and (d) all other categories. For simplicity the anthropogenic category contains the categories anth. non-traffic, aviation and shipping. The residual contains all other categories. The vertical-axis scale differs for (a) to (d).

compared to winter. In the different regions the relative contributions increase during JJA compared to DJF, and, compared to the ‘inflow’ of up to \( \approx 20\% \). The contribution of all other tagging categories during DJF is around \( \approx 47\% \) in most regions, and ranges between 41\% and 36\% during JJA.

Page 16, line 3: the seasonal cycle of photochemical activity also plays a role here.

Reply: Indeed. We changed this sentence to:

This seasonal cycle is caused by a complex interplay of the seasonal cycles of different emission sources, meteorology and photochemical activity.
Page 16, line 8: is there any way in this study to separate the influence of soil NOx and biogenic VOC? Or are these two different sources inextricably joined together into the "biogenic" sector?

Reply: As they are emitted in the same category there is no possibility to separate them anymore from the simulation results. However, we see where this can deliver important insights, and we are currently revising the tagging method in such a way that these two emissions could be handled separately.

Section 4.2: As mentioned earlier, it would be nice to know how well the model is capable of reproducing the extreme values of ozone as measured. If the model is doing a good job at this, then the results reported here could help to understand these extreme ozone measurements. If the model is not doing well at this, then the results reported here could potentially provide information about systematic model biases, and point the way towards improving the model. As it currently stands, it is not clear at all how these results should be interpreted.

Reply: As discussed above we added a short section with a model evaluation to the revised manuscript. This evaluation shows that the model is able to reproduce the measured 95th percentile of ozone values quite well on the rural scale, but for strong local ozone enhancements the resolution of our model is too coarse (e.g. Tie et al., 2010). The evaluation clearly shows that the model results are not well suited for analysis of the contributions during extreme ozone events on the levels of individual cities. In our analysis, however, we focused on larger geographical regions. We think that on the basis of these larger geographical regions the model results are well suited to investigate the general trends of ozone contributions. Further, our finding that the relative contribution of land transport emissions increase during extreme ozone events compared to the mean conditions is in line of Valverde et al. (2016). They reported a large importance of land transport emissions during high ozone events for Barcelona and Madrid surroundings.

Page 19, line 11: The region "Alps" includes the Po Valley. Does this mean that high mountains are in the same region as a polluted valley? The influences on air quality would be expected to be very different in these regions. High mountains will be more influenced by the free troposphere (and long-range transport), while the valley will be more influenced by local sources. Furthermore, "Alps" and "Po Valley" are used individually in this section and elsewhere in the manuscript. It is not always clear which region is meant. The authors could consider disaggregating this region into two sub-regions for their analysis (which could be quite informative), or at least being clearer about exactly which region they are referring to throughout the text.

Reply: Yes indeed, the region called 'Alps' includes the Po Valley and the Alps. The main intention for this was that we wanted to stick to the geographical regions defined in the PRUDENCE project. However, we agree that from the
point of view of air quality these regions strongly differ. To take this into account, we split the region 'Alps' in two subregions called 'Northern Alps' (defined as 44° : 48° N and 5° : 15° E) and 'Po Valley' (defined as 44° : 46° N and 9° : 13° E). However, the results for both regions are still very similar. The main reasons are:

- The region Northern Alps contains parts of Southern Germany and also Switzerland, were the mountains are not very high, and much traffic is present.
- Even in the 'higher alps' there are some very important roads with large land transport emissions (e.g. Brenner and Inn valley) which can be clearly seen in the emission inventory. On the 50 km resolution these emissions are mixed over quite large regions.

To better represent the sharp contrast between Alps and the Po Valley a much finer resolution (and fine resolved emission inventories) are necessary, which pose challenging tasks for the future.

Page 19, lines 15-16: the discussion about "uncertainties" in the inventory is very vague here. Could the large range in the contribution of land transport to extreme ozone when using EVEU emissions be related to the higher spatial heterogeneity and existence of more "hot spots" in this inventory compared with REF? There could potentially be some important information here about the need to get the distribution of NOx right in order to capture the high ozone events. A comparison of the REF and EVEU ozone timeseries with some measurements from urban background stations during extreme events could potentially add a lot of value here.

Reply: It is indeed interesting to investigate how different geographical distributions of NOx emissions could influence the ability of the model to simulate high ozone events. This issue has partly been investigated in previous publications (Tie et al., 2010; Markakis et al., 2015). Compared to these previous studies, the resolution applied here is rather coarse (50 km). The 95th percentiles of ozone for REF and EVEU are rather similar (see also the newly added evaluation section). When comparing individual stations during specific periods, we noticed that maximum ozone values are not better represented by EVEU compared to REF. As the 95th percentiles of the ozone values are very similar, we think that the differences of the contributions between the two emission inventories are only caused by the different geographical and sectoral distributions. To clarify this we rephrased and extended the discussion. However, for follow up work we agree that this is still an interesting question and should be further investigated using an improved model set-up at finer resolution. The modified text reads:

The ozone values at the 95th percentile (see Sect. 2.3) and at the other percentiles (see Figs. S1 and S2 in the Supplement), however,
are similar for REF and EVEU (i.e., none of the emission inventories leads to a better representation of extreme ozone events in the model). Accordingly, the discussed differences of the relative contributions are not caused by a different representation of the ozone values themselves, but only due to the different geographical and sectoral distributions of the emissions in REF and EVEU. This demonstrates the large uncertainty, especially for contributions during high ozone events, of the source apportionment analyses which is caused by the uncertainties of emissions inventories (e.g. geographical distribution of emissions, total emissions per sector). These uncertainties must be taken into account in source attribution studies targeting at contributors during high ozone events.

Page 23, line 4: the results are not "rather similar", but actually have some important differences, which are subsequently discussed. I think what the authors are trying to say here is that the contribution of land transport is similar in each case, but this is not the meaning which comes across.

Reply: We agree with referee#2 that our original intention of the discussion does not come across. Also the comment from referee#1 shows that this part of the discussion caused confusion. Therefore we revised this part of the discussion completely, taking also into account some more (recently published) work to discuss potential reasons for the differences between the results of the different source apportionment results (taking also into account one of the next comments from referee#2). The new part of the discussion reads:

A detailed comparison of our results with previous studies is complicated: First, we apply one global tag for the land transport sector and do not differentiate between local produced ozone and long range transported ozone. In comparison to our approach similar regional studies usually attribute ozone only to the emissions within the regional domain and attribute long-range transported ozone to the boundary conditions. Second, the tagging methods applied in various studies differ. Third, the applied emission inventories differ, so do ozone metrics and simulated periods. Tagaris et al. (2015), who calculated the impact of different emission sectors on ozone using a 100 % perturbation of the respective emission sectors reported an impact of European road transport emissions of 7 % on average for the maximum 8 hr ozone values in July 2006. In most regions impacts above 10 % have been reported, with maximum local impacts (Southern Germany, Northern Italy) of above 20%. While their largest impacts occur in similar regions as our largest contributions (Southern Germany, Northern Italy), our mean contributions are larger than their impacts, but the maximum contributions are lower than their maximum impacts. Further, around London and in parts of Northern England their impacts (see Fig. 3 therein) are
around 2 to 4 %, while our contributions are in the range of 8 to 10 %. Hence, impact and contribution differ largely in these regions. This is in line with previous work, stating that the contributions to ozone are more robust, i.e. less dependent on the background, as the perturbations or impacts (Grewe et al., 2012, 2019). All the studies that we are aware of and which reported contributions of land transport emissions to ozone over Europe using a tagging method either use the CAMx model (CAMx OSAT method, Karamchandani et al., 2017) or the CMAQ model (CMAQ-ISM method, Valverde et al., 2016; Pay et al., 2019). As discussed, these two methods apply a sensitivity approach to check, whether ozone production is NO\textsubscript{x} or VOC limited. These previous studies considered only European emissions, while we consider the combined effect of European emissions and long range transport. Therefore, one would expect that our contribution analysis shows larger contributions as previous studies. However, our contributions in general are lower compared to previously reported values. As an example, Karamchandani et al. (2017) reported contributions around larger European cities in the range of 24 to 11 %, in Budapest even up to 35 %. Valverde et al. (2016) reported contributions of road transport emissions from Madrid and Barcelona of up to 24 % and 8 %, respectively. Similarly, Pay et al. (2019) diagnosed contributions of road transport emissions on ozone of 9 % over the Mediterranean Sea and up to 18 % over the Iberian Peninsula, however for a specific summer episode only (July 2012). To discuss potential reasons why our contributions are lower compared to previous estimates, we analysed our results for July 2010, to compare these contributions directly with the findings of Karamchandani et al. (2017). As an example, Karamchandani et al. (2017) reported contributions of 17 % around Berlin, while our contributions are in the range of 12–14 %. Further they diagnosed contributions from the biogenic sector of around 11 % around Berlin, while we find contributions of the biogenic sector of around 18 %. Generally, the contributions reported by Karamchandani et al. (2017) seem to be much more variable over Europe compared to our results. A reason for this might be the different treatment in the apportionment of NO\textsubscript{x} and VOC precursors. Land transport emissions contribute mainly to NO\textsubscript{x} emissions, while biogenic emissions are an important source of VOCs. As shown by Butler et al. (2018), anthropogenic emissions contribute most to ozone over Europe, if a NO\textsubscript{x} tagging is applied, while biogenic emissions are the most important contributor, when a VOC tagging is applied (Figs. 3 and 4 therein). Accordingly, those approaches which use a threshold to perform either a VOC or NO\textsubscript{x} tagging, attribute ozone production under VOC limitation mainly to biogenic sources, while under a NO\textsubscript{x} limitation ozone is attributed mainly to anthropogenic sources (including land transport emissions). Most likely this leads to a much stronger variability between anthro-
bogenic and biogenic contributions compared to our approach, where ozone is always attributed to NO\textsubscript{x} and VOC or HO\textsubscript{x} precursors. Similar effects can also be observed when comparing our results to the results of Lupasçu and Butler (2019), who applied a NO\textsubscript{x}-only tagging for the period April to September 2010 and considered regional as well as global sources similar to our approach. They reported contributions of biogenic emissions in Europe for the period July - September between 5 and 13 % over Europe. Our results show contributions of biogenic emissions which are much larger (15 to 26 % for the same period). In there approach, ozone is only attributed to biogenic NO\textsubscript{x} emissions, while we attribute ozone to biogenic NO\textsubscript{x} and VOC emissions. Further, our estimated stratospheric contribution to ground-level ozone is also larger than the contributions reported by Lupasçu and Butler (2019). In this case, our results indicate contributions for July to September in the range of 5 to 10 % compared to their 2 to 4 %. Similarly, for lightning-NO\textsubscript{x} our model shows larger contributions (6–12 %) compared to the 3–6 % diagnosed by Lupasçu and Butler (2019). These differences of the contributions for the stratospheric and the lightning category can partly be attributed to the more efficient vertical mixing in COSMO-CLM. Mertens et al. (2020) reported a maximum difference of the contributions from the stratosphere and lightning to ozone between EMAC and COSMO-CLM/MESSy of 30 % at maximum. As the difference between our results and the results of Lupasçu and Butler (2019) are much larger as these 30 %, the difference can most likely not entirely be attributed to differences in vertical mixing. Rather, the differences can probably be explained by the different contributions of the biogenic category (due to different tagging methods) and by the different contributions of lightning and stratospheric sources. However, the different studies provide not enough insights about the applied emissions (e.g. for lightning-NO\textsubscript{x}, soil NO\textsubscript{x} and biogenic VOCs) to fully analyse these differences. The discrepancies between the results of the different source apportionment methods show clearly the importance of a coordinated comparison of different source apportionment approaches, as has already been suggested by Butler et al. (2018).

Page 25, lines 25-26: This sentence basically conveys no meaning and could be easily deleted with no loss to the manuscript. Alternatively the authors could try to be clearer about what they mean here.

Reply: We rephrased the sentence to:

The result that regions are hot-spots for NO\textsubscript{y} from land transport emissions, but not for O\textsubscript{3} from land transport is counter intuitive. The reasons for this is that large amounts of NO\textsubscript{x} emissions alone are not sufficient for large ozone production. This is caused by the
non-linearity of the ozone chemistry and the strong interdependence between ozone production and meteorological conditions (e.g. Monks et al., 2015).

Page 25, last paragraph: if the previous work only accounts for the contribution of European land transport emissions to European ozone, and the current study also includes global emissions, then shouldn’t the current study result in a higher contribution than the previous work? The opposite appears to be the case. Can the authors explain this apparent discrepancy?

Reply: We agree. As already discussed above, we tried to clarify this in the new discussion. The differences between the studies, however, are so large that we cannot fully explain the discrepancies, but the discussion hopefully provides some insights. What is really needed to understand the differences between the tagging methods is a detailed inter-comparison of them.

Page 26, line 23: the authors appear to be concluding from the strong influence of the “biogenic” sector that soil NOx emissions are strongly influencing ozone. But couldn’t this also be biogenic VOC? How do they separate the influence of these two different sources? A comparison with Butler et al. (2018) could be instructive here, since in that study the separate roles of NOx and VOC as ozone precursors were examined. Comparison of their Figure 3 and Figure 4 indicates that biogenic VOC make a larger contribution to European ozone in summer than biogenic NOx. The authors should discuss this here.

Reply: Of course also biogenic VOCs are very important for the ozone production. As discussed above, we cannot differentiate between ozone produced by biogenic VOCs and soil-NOx, as we join them together in one category. The soil-NOx emissions are an important contributor to the NOx emissions in Europe in summer (see Fig. S4 in the Supplement). Uncertainties of these emissions cause uncertainties of the simulated contributions. However, also the biogenic VOC emissions are uncertain. Therefore, we rephrased this part to clarify that we do not want to say that biogenic VOCs are not important. The discussion of the importance of biogenic VOCs and NOx with the reference to Butler et al. (2018) was already introduced in the revised discussion above.

Page 28, lines 14-15: the future work proposed by the authors would indeed be extremely interesting from a policymaking perspective. If possible, they should also include as many other sectors as possible. This could help to inform decisions about where emission reductions would be most effective.

Reply: Thanks for this positive comment. Actually, the main focus is on land transport, but we intent to investigate also other categories.

Page 28, lines 28-29: again, it appears that the authors are over-interpreting their results when they conclude that soil NOx has a strong influence on Euro-
pean ozone levels.

Reply: We guess referee#2 meant lines 18-19. Here we write: ’Here, the focus should not only be on the land transport emissions, but also on other important emissions, including especially biogenic and soil-NO\textsubscript{x} emissions, which have large uncertainties and contribute strongly to European ozone levels.’ We do not see where we over-interpret the results. However, to make the sentence more clear we add ’VOC’ to biogenic:

’Here, the focus should not only be on the land transport emissions, but also on other important emissions, including especially biogenic VOCs and soil-NO\textsubscript{x} emissions, which are subject to large uncertainties and contribute strongly to European ozone levels.’

We are looking forward to your reply,
Mariano Mertens
(on behalf of all co-authors)
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