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Abstract. The impact of assimilating total column ozone datasets from single and multiple satellite data sources with and without bias correction has been examined with a version of the Environment and Climate Change Canada variational assimilation and forecasting system. The assimilated and evaluated data sources include the Global Ozone Monitoring Experiment-2 instruments on the MetOp-A and MetOp-B satellites (GOME-2A and GOME-2B), the total column ozone mapping instrument of the Ozone Mapping Profiler Suite (OMPS-NM) on the Suomi National Polar-orbiting Partnership (S-NPP) satellite, and the Ozone Monitoring Instrument (OMI) instrument on the Aura research satellite. Ground-based Brewer and Dobson spectrophotometers, and filter ozonometers, as well as the Solar Backscatter Ultraviolet satellite instrument (SBUV/2), served as independent validation sources for total column ozone. Regional and global mean differences of the OMI-TOMS data with measurements from the three ground-based instrument types for the three evaluated two month periods were found to be within 1 %, except for the polar regions with the largest differences from the comparatively small dataset in Antarctica exceeding 3 %. Values from SBUV/2 summed partial columns were typically larger than OMI-TOMS on average by 0.6 to 1.2±0.7 %, with smaller differences than with ground-based over Antarctica. The OMI-TOMS dataset was chosen as the reference used in the bias correction instead of the ground-based observations due to OMI’s significantly better spatial and temporal coverage and interest in near-real time assimilation. Bias corrections as a function of latitude and solar zenith angle were performed with a two-week moving window using colocation with OMI-TOMS and three variants of differences with short-term forecasts. These approaches are shown to yield residual biases of less than 1 %, with the rare exceptions associated with bins with less data. These results were compared to a time-independent bias correction estimation that used colocations as a function of ozone effective temperature and solar zenith angle which, for the time period examined, resulted in larger changes in residual biases as a function of time for some cases. Assimilation experiments for the July-August 2014 period show a reduction of global and temporal mean biases for short-term forecasts relative to ground-based Brewer and Dobson data from a maximum of about 2.3 % in the absence of bias correction to less than 0.3 % in size when bias correction is included. Both temporally averaged and time varying mean differences of forecasts with OMI-TOMS are reduced to within 1 % for nearly all cases when bias corrected observations are assimilated for the latitudes where satellite data are present. The impact of bias correction on the standard deviations and anomaly correlation coefficients of...
forecast differences to OMI-TOMS is noticeable but small compared to the impact of introducing any total column ozone assimilation. The assimilation of total column ozone data can result in some improvement, as well as some deterioration, in the vertical structure of forecasts when comparing to Aura-MLS and ozonesonde profiles. The most significant improvement in the vertical domain from the assimilation of total column ozone alone is seen in the anomaly correlation coefficients in the tropical lower stratosphere, which increases from a minimum of 0.1 to about 0.6. Nonetheless, it is made evident that the quality of the vertical structure is most improved when also assimilating ozone profile data, which only weakly affects the total column short-term forecasts.

Copyright statement

The works published in this journal are distributed under the Creative Commons Attribution 4.0 License. This licence does not affect the Crown copyright work, which is re-usable under the Open Government Licence (OGL). The Creative Commons Attribution 4.0 License and the OGL are interoperable and do not conflict with, reduce or limit each other.

© Crown copyright 2018

1 Introduction

The assimilation of column and stratospheric ozone measurements for ozone-layer forecasting has been conducted mostly as of about twenty five years ago, ultimately culminating with operational ozone-layer and UV-index forecasts (e.g., Lahoz and Errera, 2010; Inness et al., 2013). This typically involves the application of measurements from single to multiple satellite remote sounding instruments with use of ground-based and other remote sounding data for independent verifications and, occasionally, bias correction.

The assimilation process consists of introducing information from observations into the model forecasts through the generation of analyses, the statistical blend of the earlier forecast and observations in model space, serving as initial forecast conditions. Traditionally, this blending process assumes that both the model forecasts and observations are statistically unbiased following an initial spin-up time. Unremoved biases or systematic errors of the observations or forecasting model can potentially impact the quality of the analyses and forecasts (e.g., Dee, 2005; Dragani and Dee, 2008). This is important for total column ozone when it comes to monitoring for multi-decadal trends as referenced in van der A et al. (2010), whether this is using measurements with or without data assimilation. Generally, while the effectiveness of bias correction schemes in removing the actual biases is constrained by the limited knowledge of the truth, their impact in reducing relative biases between different assimilation sources and/or correlated variables can potentially be as significant, if not more so, for improved forecasting. An example of this is in multivariate assimilation, where ozone and meteorological assimilation can be coupled (e.g., Dee, 2008; Dee et al., 2011), in the presence of differing systematic differences between forecasts and observations for different variables.
Total column ozone biases from satellite measurements are typically within a few percent. Changes of a few percent over time or between sources are significant in affecting the correct identification of long-term trends but not so much otherwise, possibly unless applying multivariate assimilation, where ozone and meteorological increments are statistically coupled, with biases large enough to negatively impact the meteorological fields; the latter assumes a correct vertical distribution of the total column ozone change and would extend to model biases. Total column bias correction is included in this ozone assimilation study considering comparatively short two month periods for two reasons other than the future potential extension to long-term trend monitoring and or multivariate assimilation. One is the conventional preference, that any residual measurement biases of the data affecting the analyses be generally less than their random errors. Second, it provides a mechanism to identify and correct bias occurrences which exceed typical levels even if not frequent or continuous. Both will contribute to the quality of UV index forecasting at least for clear sky conditions. The developed bias correction infrastructure can be applied to other constituents and data types as needed.

Total column ozone bias estimation for observations can be performed in different ways as a function of recognized dependency factors such as the solar zenith angle (SZA), latitude, and seasonal variation among others, potentially with related bias error covariances. Seasonal and related latitudinal changes in biases may result from limitations in retrieval algorithms such as, for example, not accounting well enough for the variation of the ozone layer temperatures in specifying the ozone absorption coefficients. Differences and limitations in accounting for clouds and surface albedos may also contribute to errors in total column ozone (e.g., Antón et al., 2009a). The bias parameterization may range from being spatially and temporally global to more local. As well, bias estimation and removal can be performed prior to generating the analyses during assimilation (as done in van der A et al. 2010 and 2015 and in this work for ozone) or during the objective analysis step (e.g., Dee, 2005; Dee and Uppala, 2009; Innes et al., 2013). The latter requires that the objective analysis setup is able to incorporate this task and directly provides the potential of reducing systematic differences between the model’s short-term forecasts and the observations. This approach is being applied operationally by the European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecast System (IFS, 2015) for both meteorology and ozone using a variational bias correction scheme. For ozone assimilation with the IFS, partial column profiles from the Solar Backscatter Ultraviolet instrument (SBUV/2; e.g., Bhartia et al., 2013; McPeters et al., 2013) on satellites of the National Oceanic and Atmospheric Administration (NOAA) are used as an anchor for the other assimilated ozone datasets. The anchor is the observation dataset serving as reference, or serving to establish the reference, about which bias estimation and correction are performed. This system is also applied with the Monitoring Atmospheric Composition and Climate project (MACC; e.g., Inness et al., 2013; and MACC-II Final Report, 2014) with profile measurements from both SBUV/2 and the Microwave Limb Sounder (MLS) on the Aura satellite serving as anchor. An intermediate version consists of applying two objective analysis steps: The first step assimilates the anchor data, followed by a separate bias estimation and correction for the initially unassimilated data that considers the differences between observations and analyses from the first step.

The validation of satellite remote sounding products often includes a comparison to ground-based measurements, which provide a long-term reference record. For satellite instruments measuring column ozone, this typically consists of
comparisons to Brewer and Dobson spectrophotometers, and potentially filter ozonometers. The main advantage of ground-based versus satellite total column ozone measurements is that they can view the sun directly as oppose to relying on the backscatter of solar radiation, reducing the complexity and error sources of retrievals. The final resulting systematic errors of the calibrated ground-based total column ozone daily averages are in the neighbourhood of roughly 1 % or better, excluding sites with outlier characteristics (considering Fioletov et al., 1999, 2005, and 2008). Much of the ground-based total column ozone data may be available soon after the measurements, with the original calibration usually being sufficient. For exceptional cases where the original calibration may have been faulty, a final calibration for the ground-based total column ozone may lag by one to two years from near-real time. Studies have examined the dependence of the differences between the satellite-based and ground-based total column ozone measurements on latitude, solar zenith angle, viewing zenith angle, seasonal dependence, cloud cover, reflectivity, and the ozone effective temperature for instruments such as for the Ozone Monitoring Instrument (OMI; Balis et al., 2007b; Viatte et al., 2011; Koukouli et al., 2012; Bai et al., 2016), the Global Ozone Monitoring Experiment-2 (GOME-2; Antón et al., 2009b, 2011; Loyola et al., 2011; Koukouli et al., 2012; Hao et al., 2014), and the Ozone Mapping Profiler Suite (OMPS; Bia et al., 2013, 2016; Flynn et al., 2014), as well as studying their long-term stability (van der A et al., 2010 and 2015). A limitation in the use of ground-based observations as reference in bias estimation is that these observations are only available for certain locations, leaving many areas uncovered, especially in the Southern Hemisphere and over oceans. In such cases, the applied bias parameterization may not necessarily capture as much of the absolute spatial or instrument-to-instrument relative bias variations as using observations from a satellite instrument covering a larger domain. If such a satellite-based reference is employed it should ideally be in good agreement with the ground-based measurements. Considering the limited projected lifetime and possible deterioration or failures of satellite-based instruments, transitions to new references also need to be envisaged in operational settings.

The focus of this study is specific to the assimilation of retrieved total column ozone observations from satellite remote sounding instruments using the Environment and Climate Change Canada (ECCC) meteorological assimilation system adapted for constituent assimilation. This work is being performed toward improving ECCC UV Index forecasts (Tereszchuk et al., 2018) and toward contributing to the monitoring of the ozone layer and to improving temperature forecasts through the radiative impact of ozone analyses (e.g., de Grandpré et al., 2009). While not unique to this work (e.g., van der A et al., 2010 and 2015; Innes et al. 2013), a major aspect of this undertaking is the harmonizing of the observations from multiple sensors through bias correction.

In this paper, we examine the effects of assimilating different individual or combined total column ozone satellite remote sounding observations with and without bias correction on short-term forecasts of ozone. These assimilations will be univariate ozone assimilations and utilize operational ECCC meteorological analyses. Six-hour forecasts are used when directly comparing forecasts from different experiments. The assimilated data sources used in this study are OMI aboard the Aura research satellite (Levett et al., 2006), the GOME-2 instruments on the European MetOp-A and MetOp-B satellites (Callies et al., 2000; Munro et al., 2006), and the total column measuring instrument of OMPS (Dittman et al., 2002a,b; Flynn et al., 2006) on the Suomi National Polar-orbiting Partnership (S-NPP) satellite. In view of interest in near-real time
assimilation, criteria applied in this paper for the selection of an anchor for total column ozone bias correction of the different instruments include the availability of large near-real time daily datasets with good spatial coverage over multiple years, and having differences from well-calibrated ground-based data being stable over time and close to zero on average. Other studies, such as van der A et al. (2010 and 2015) for reanalyses covering many years, have instead directly used ground-based data. Summed partial columns from SBUV/2 satellite instruments have been recommended as the anchor for long-term studies (Labow et al. 2013) considering the long-term time coverage provided by the series of SBUV/2 instruments combined with the variation over time of overall differences from ground-based data remaining usually within ±1 %, with reduced differences for recent years. As such, SBUV/2 data, which also satisfy the above mentioned criteria, could serve as anchor for bias correction. Labow et al. (2013) also show differences over time of SBUV/2 with OMI data based on the Total Ozone Mapping Spectrometer (TOMS) version 8 total column retrieval algorithm (Bhartia and Wellemeyer, 2002) remaining between about 1 and 2 %. McPeters et al. (2015), showing similar magnitudes and stability of differences in time, conclude that OMI-TOMS data can be used in trend studies. The merging of OMI with SBUV/2 and earlier TOMS instrument data for this purpose was performed by Chehade et al. (2014). Since OMI is a mapping instrument, thus allowing for more colocations with measurements from other instruments over a few days, the OMI-TOMS dataset was instead selected as the anchor in this work. Verifications are performed with the OMI dataset and other independent measurements. In turn, the OMI-TOMS dataset is compared to the data from Brewers, Dobsons, filter ozonometers, and SBUV/2 over the examined time period.

A time varying bias dependent on both latitude and solar zenith angle is estimated that uses the differences with colocated total column ozone OMI measurements. Other dependencies not included in this study, such as changes in cloud cover and viewing zenith angle, would contribute to the resultant observation error standard deviations estimated in this work and in contributions to the far wings of the observation error probability distribution, and for some cases might result in outliers whose influence would be screened out or reduced through the assimilation quality control. A discrete binning in latitude and solar zenith angle will be used instead of a functional parameterization to allow for arbitrary nonlinear dependencies. These bias estimates will be compared to bias estimates that use differences between observations and short-term forecasts (innovations) in addition or as an alternative to colocaiton differences. The dependence on the ozone effective temperature is briefly evaluated in comparison to the temporal dependence with latitude.

A description of the assimilation and forecasting system, the observations, and the bias correction approaches is provided in Section 2. Section 3 consists of an evaluation of the OMI-TOMS data over the different two month time periods studied in this paper, the examination of bias estimations and corrections with a few approaches, and the analysis of relative impacts of the different assimilation scenarios. Conclusions are provided in Section 4. The Supplemental material document to this paper provides additional figures and tables supporting and complementing the discussed and presented results, the figure and table numbers of which are identified beginning with the letter ‘S’.
2 Experimental setup and methodology

2.1 The assimilation system

Global ozone assimilation experiments are performed with the operational Global Environmental Multiscale (GEM; Côté et al., 1998a and 1998b; Charron et al., 2012; Zadra et al., 2014a,b; Girard et al., 2014) numerical weather prediction (NWP) model coupled to a linearized ozone model (LINOZ) (McLinden et al., 2000; de Grandpré et al., 2016) using incremental three-dimensional variational (3D-Var) assimilation with first guess at appropriate time (FGAT; Fisher and Andersson, 2001). The 3D-FGAT assimilation with GEM-LINOZ uses components of the ECCC Ensemble–Variational data assimilation system (Buehner et al., 2013 and 2015) adapted by the authors and P. Du (ECCC) for constituent assimilation and being run without ensembles. The LINOZ model uses pre-computed coefficients generated as monthly mean climatologies for calculating the ozone production and sink contributions throughout the stratosphere and upper troposphere down to 400 hPa. A relaxation toward the GEM ozone climatology (Fortuin and Kelder, 1998) is imposed between the surface and 400 hPa to constrain deviations away from the climatology with a relaxation time scale of 2 days.

The GEM model is executed with a 7.5 min time step for a uniform $1024 \times 800$ longitude-latitude grid and a Charney-Phillips vertically staggered grid (Charney and Phillips, 1953; Girard et al., 2014) with 80 thermodynamic levels extending from the surface to 0.1 hPa. The horizontal grid corresponds to a resolution of $\sim 0.23^\circ$ in latitude and $\sim 0.37^\circ$ in longitude, representing a 25 km resolution at latitude 49°. The vertical resolution in the upper-troposphere/lower-stratosphere (UTLS) region is in the range of 0.3 to 0.6 km with the resolution gradually changing to $\sim 1.6$ km at 10 hPa and 3 km at 1 hPa. Successive short-term three to nine hour forecasts were generated from analyses provided for 00, 06, 12, 18 UTC synoptic times. The analyses are a composite of the already available ECCC operational meteorological analysis and the ozone analyses generated separately from assimilations in the study. The same process of updating the meteorological fields every six hours is also applied for the reference case without ozone assimilation.

Incremental assimilation is conducted at each six-hour interval with T280 spectral space background error covariances, an FGAT time resolution of 45 min, and increments at the model vertical levels on a Gaussian grid of 300 latitudes and 600 longitudes with final increments interpolated to the model grid. As part of the background error covariances, the third order autoregressive correlation model (TOAR; Gaspari and Cohn, 1995) was applied in specifying spectral space globally homogeneous, isotropic and separable horizontal and vertical error correlations. Initial vertical correlations were calculated in physical space on the model vertical grid using monthly six-hour time differences of the free running GEM-LINOZ model as proxy to six-hour forecast errors (Polavarapu et al., 2005; Jackson et al., 2008; Section 5.5 in Bannister, 2008). The resulting static monthly error correlations are only rough approximations as compared to more realistic non-homogeneous, non-isotropic and state dependent error correlations which could be estimated through ensembles; the latter is not done and not essential for this study. Fits to the TOAR correlation model were applied to the correlations for each level to give localized non-negative correlations (see Figs. S1 and S2 in the Supplement). Smoothing was applied to the vertical level-dependent set of derived e-folding error correlation lengths of the TOAR functions, defined as distances for correlations of...
The vertical error correlation lengths are similar to those implied by the correlation length scales shown in Massart et al. (2009; accounting for approximate scaling from \(d[\ln p]\) to km). The vertical error correlation lengths above 100 hPa correspond to half width at half maximum values (multiplying correlation lengths by \(\sim 1.2\)) that nearly equal the model vertical resolutions with values ranging from \(\sim 0.5\) km at 100 hPa to \(\sim 3.5\) km at 1 hPa. The horizontal error correlation lengths are \(\sim 125\) km near the surface and increase from \(\sim 165\) km at 100 hPa to just under 750 km at 1 hPa. A summary of the applied background and observation error variances is provided in Section 2.3.

In addition to the preliminary removal of data with large observation minus forecast differences (OmF; innovations) during background check, variational quality control (Andersson and Järvinen, 1999; e.g., Gauthier et al., 2003) is applied to the observations as part of the objective analysis step after the fifth iteration of the minimization. This reduces the weight of the observations associated to large increments at each minimization step in accordance to the size of the differences between the observations themselves and the latest analysis estimates from the most recent minimization iteration.

The assimilation experiments are conducted for July-August 2014, with a start date of 28 June 2014, 18 UTC, with and without bias correction for individual and combined datasets. The initial meteorological conditions for 28 June are from ECCC operational meteorological analyses and the initial ozone field is an analysis from an earlier assimilation.

2.2 Observations

In this section, we give a brief description of the column ozone observations made by the satellite-based instruments that are assimilated as well as the verification sources. The sources of the assimilated observations offer near-real time (NRT) column ozone products available for operational use as well as other products with additional or different processing resulting in a lag from NRT. The datasets selected for assimilation are being considered by ECCC for potential future NRT operational assimilation for contributing to both ozone-layer and UV index forecasting. All assimilated data sources in the study, namely the OMI, GOME-2, and OMPS-NM (total column Nadir Mapper) use optical solar backscatter of ultraviolet radiation in the nadir or near-nadir and provide data only during daytime. The data for GOME-2, OMPS, and SBUV/2 are being acquired in Binary Universal Form for the Representation of meteorological data (BUFR) from the National Environmental Satellite, Data, and Information Service (NESDIS/NOAA). For OMI we have used the standard science data column ozone products which are close to, but can differ slightly from, the NRT data (OMI NRT Data User’s Guide, 2010; Durbin et al., 2010). The OMI data are obtained from the Earth Observing System Data and Information System of the National Aeronautics and Space Administration (EOSDIS/NASA). These differences between the two datasets are examined in Section 3.1. Thinning (reducing the pixel map density on the ground) to a resolution of \(\sim 1^\circ\) is applied to all total column measurements in consideration of the background horizontal error correlation lengths and not including observation error correlations and is performed after the colocation-based bias estimation. The different sources of total column ozone observations are incorporated separately and not as an average when generating the analysis increments from multiple observation sources. The alternative of statistically averaging satellite observations from the different sources (e.g., van der A et al., 2010) is not done here and would decrease computational cost. As different nadir mapping satellite instruments...
relying on solar backscatter radiation typically view similar horizontal regions over a few hours with measurements of sufficient precision for assimilation, one might argue that assimilating multiple sources is not necessary. On the other hand, assimilating data from different sources ensures that data availability gaps occurring in time and space from one instrument can be offset by the presence of other instruments and ensures temporal continuity following the interruption or end of an instrument’s operation. Using multiple instruments can also serve in mutual near-real time monitoring of the different sources when it comes to temporal changes in biases and in better ensuring an automated transition to a new and acceptable reference source once the original anchor is no longer available.

The mean number of observations in a six-hour time period for the total column ozone measurement instruments under consideration are in the range of roughly 30 to 200 thousand depending on the source, with a reduction by factors of 5 to 20 from thinning (Fig. S3 of the Supplement). Through their much larger numbers (e.g., each by a factor of ~20 or more), the thinned OMI, GOME-2, and OMPS-NM total column measurement sets result in a stronger influence on the total ozone analyses and short-term forecasts as compared to profilers such as OMPS-NP and MLS, the later used here mainly for verifications. Adding the assimilation of profilers, while not done here except for MLS in one experiment, would serve to constrain the ozone field vertical structure.

Independent verifications of short-term forecasts are performed using both column and profile measurements from satellite, in-situ, and ground-based instruments. These sources are briefly identified following a description of the assimilated data sources.

While assimilation experiments are conducted only for the July-August 2014 period, bias corrections and evaluations are also done for July-August and/or January-February 2015 to illustrate possible differences and similarities in time and between seasons and successive years.

2.2.1 OMI

The Ozone Monitoring Instrument (OMI) aboard the Aura research satellite has been in operation since August 2004. The instrument stems from a collaboration between the Netherlands Agency for Aerospace Programmes (NIVR), now called the Netherlands Space Office (NSO), and the Finnish Meteorological Institute (FMI). The OMI instrument provides a cross-track width of about 2600 km on the ground and total column ozone mapping at a spatial resolution of 13 km along, and 24 km across, the orbit ground track at nadir (e.g., Bhartia and Wellemeyer, 2002; OMI Data User’s Guide, 2012). Some strips of the OMI measurement tracks are missing as a result from flagging of the row anomaly of the OMI instrument, which for the time period under consideration, effects 23 of the 60 rows.¹

Two different level 2 total column ozone products are derived from the OMI radiances, one processed by NASA based on the Total Ozone Mapping Spectrometer (TOMS) version 8 (V8) total column retrieval algorithm and the other made by the Royal Netherlands Meteorological Institute (KNMI) using the Differential Optical Absorption Spectroscopy (DOAS)

¹ See http://projects.knmi.nl/omi/research/product/rowanomalbackground.php for more information and updates regarding the OMI row anomaly.
algorithm. The TOMS V8 algorithm (Bhartia and Wellemeyer, 2002) uses principally only two different wavelengths, one with strong and one with weak ozone absorption, to estimate the total column ozone and surface reflectivity. In the DOAS algorithm (Veefkind and de Haan, 2002; Veefkind et al., 2006), first the slant column density is retrieved from a spectral least squares fit to the measured ratio between the Earth radiance to solar irradiance using 25 wavelengths spanning 331 to 337 nm. The slant column density is then converted to a vertical column using the air mass factor. Overall, the two different retrievals agree to a high degree, with the global average falling within 3% of one another, with the largest differences occurring for cloudy conditions and in the polar regions (Kroon et al., 2008).

Long-term term stability, relatively little solar zenith angle and latitude dependence, and small overall biases (averaging to roughly 1.5% or better) have been observed in the OMI-TOMS retrieved data when compared to ground-based total column ozone measurements as well as being relatively stable over time (Balis et al., 2007b; McPeters et al., 2008; Koukouli et al., 2012; in addition to Labow et al., 2013, and McPeters et al., 2015, referenced in the introduction). The OMI-TOMS total column ozone shows no to little (<1%; but up to ~2% for cloud top pressure) dependency on cloud fraction, reflectivity, or cloud top pressure, depending on the reference when compared to ground-based Brewer and or Dobsons (Balis et al., 2007b; Antón et al., 2009a; Antón and Loyola, 2011; Koukouli et al., 2013; Bak et al., 2015; Bai et al., 2015) with increasing scatter for more overcast conditions (e.g., Balis et al., 2007b); ground-based column ozone data would also have errors associated to cloud cover.

The papers by van der A et al (2010 and 2015) indicate negligible variation with viewing zenith angle but a dependence on effective ozone temperature which reflects some dependence on latitude and time (e.g., Koukouli et al., 2016) comparable in magnitude to other satellite instruments. However, van der A et al. (2015) also include a second order correction as a function of solar zenith angle which is small as compared to most other instruments, and about the same or smaller than SBUV/2 instruments, but still non-negligible. We choose the OMI-TOMS total column ozone product as the anchor in our bias correction scheme, as already indicated in the introduction, and will examine the dependence with effective ozone temperature in Section 3. While not done here, one could generally adjust satellite-based anchors according to constant offsets, and long-term trends if needed, of differences with ground-based datasets, as done by van der A et al. (2010, 2015), for example.

The OMI-TOMS data have estimated root-mean squared errors of 1-2% (OMI Data User’s Guide, 2012). Comparisons of the standard OMI-TOMS data to ground-based measurements over the application periods for this work are provided in Sections 3.1. The corrections of van der A et al. (2015) for OMI-TOMS of a constant offset of ~3.3 DU plus a linear function of effective ozone temperature has not been applied here, nor the ~1.5% offset determined in other studies (e.g., Labow et al., 2013; Bak et al., 2015; McPeters et al., 2015). There is also a second order non-negligible correction as a function SZA in van der A et al. (2010), even though small compared to most other instruments, which is not present in van der A et al. (2010). The implications of these corrections for the periods in the study are considered in Section 3.1.

The OMI NRT Data User’s Guide (2010) and Durbin et al. (2010) indicate a daily maximum percentage difference of 2.6% for the column ozone OMI-TOMS NRT products as compared to the OMI-TOMS standard products with a weekly
average maximum difference of 1.4 %. Time mean differences of the standard and NRT product versions as a function of latitude and solar zenith angle were calculated for July-August 2016 and January-February 2017 as the OMI-NRT observations were no longer available for the 2014-2015 time periods when this work was undertaken. All time mean differences over the entire range of bins for both periods were determined to be within roughly 0.02-0.04%, no larger than the 0.1 DU storage accuracy for the data files used to store the total column ozone observations, with the majority of individual differences being below the storage accuracy. While some individual point differences can be larger, time mean differences suggest that the near-real time and standard OMI-TOMS products would generate nearly equal bias estimates when serving as anchor.

2.2.2 GOME-2

Global Ozone Monitoring Experiment-2 (GOME-2) instruments are on the MetOp-A (GOME-2A) and MetOp-B (GOME-2B) polar orbiting satellites, launched in October 2006 and September 2012, respectively, and are operated by the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT). As of July 15 2013, GOME-2A has been operating with a swath width of 960 km and a 40 km × 40 km spatial resolution, while GOME-2B has a larger swath width of 1920 km and a 40 km × 80 km spatial resolution (e.g., GOME-2 ATBD, 2015; ATBD stands for the Algorithm Theoretical Basis Document). Total column ozone retrievals are available from EUMETSAT relying on the DOAS approach (Loyola et al., 2011) and from NOAA/NESDIS with the retrieval based on the TOMS V8 algorithm (e.g., Zhand and Kasheta, 2009). The DOAS total column ozone products are indicated to have estimated accuracies of better than 3.6-4.3 % (for clear to cloudy conditions) and 6.4-7.2 % for SZA below and above 80°, with precisions of under 2.4-3.3 % and 4.9-5.9 % (GOME User Manual, 2012; GOME-2 ATBD, 2015). The operational NRT products were acquired from NOAA/NESDIS and stem from the TOMS approach. Their uncertainty characteristics estimated in this study are provided in Sections 2.3 and 3.2.

2.2.3 OMPS

The Ozone Mapping Profiler Suite (OMPS) on the Suomi National Polar-orbiting Partnership (S-NPP) satellite, launched October 2011, consists of a combined nadir mapper (OMPS-NM) and nadir profiler (OMPS-NP) and a separate limb profiler (OMPS-LP), which provide total column, partial column profile, and limb profile products, respectively. A second suite was placed on board the Joint Polar Satellite System JPSS-1 satellite (Zhou et al., 2016), renamed NOAA-20 and launched in November 2017. The retrieved data used in this study are from the OMPS S-NPP nadir measurements and are considered to be at a provisional product maturity level. They do not include improvements from the various corrections, calibration adjustments, and retrieval algorithm updates performed since the original near-real time acquisition for the July-August 2014 period (personal communication from L. Flynn, NOAA, 2016). Only the nadir mapper data is assimilated, with the summed partial columns of the nadir profiler also evaluated during bias correction. The nadir mapper has a cross-track width of about
2800 km and a 50 km × 50 km resolution at nadir. The OMPS-NM retrievals, summarized by Flynn et al. (2014), were made at the NOAA Interface Data Processing Segment using the ratio of the measured Earth radiances to solar irradiances at multiple triplets of wavelengths. Flynn et al. (2014) provide total column ozone accuracy and precision requirements of ~3.5-4 % and ~2 % for SZA up to 80° and found average biases of -2 to -4 % with respect to the OMI-TOMS and the Solar Backscatter Ultraviolet SBUV/2 satellite instrument products.

The OMPS-NP provides profiles with a resultant 250 km × 250 km field of view. Only their summed partial column values are applied in the paper, and this only for comparison to the other datasets regarding total column biases. Profiles used were obtained with an implementation of the Version 6 SBUV/2 instrument algorithm (Bhartia et al., 1996) with the a priori profiles derived from the OMPS-NM. The OMPS-NM and OMPS-NP ozone retrievals from the SBUV V8.6 retrieval algorithms (Bhartia et al., 2013; as referred by Bai et al., 2016) became available after the completion of the assimilation experiments conducted for this work. The OMPS-NP V6 profiles consist of 12 layers with the profile layer bottoms (in hPa) of 1013 (surface), 253, 127, 63.3, 31.7, 15.8, 7.92, 3.96, 1.98, 0.99, 0.495, 0.247. The provisional OMPS-NP V6 product has the lowest layer extending to sea level instead of the surface. As a correction, the partial column values of the lowest layer were reduced by scaling according to the reduction in the pressure layer thickness of the lowest layer when moving the lower boundary from the sea level to the actual surface. Ozone profile accuracy and precision requirements are both 5-10 % in the middle to upper stratosphere for SZA up to 80° with larger uncertainty at lower and higher altitudes (Flynn et al., 2014). Based on the same reference, the OMPS-NP layer data would generally be consistent with corresponding SBUV/2 data processed with the V6 algorithm. The OMPS-NP data in the South Atlantic Anomaly region are recommended to be discarded (personal communications from L. Flynn) while total column measurements in this region are retained.

While the OMPS data used are not from the latest applied total column retrieval algorithms, the results obtained in Section 3 can serve in comparing to the overall quality of more recent dataset versions. The evaluation of Bai et al. (2013) for the OMPS-NP total column ozone obtained based on the TOMS Version 7 algorithm and covering January 2012 to February 2013 gives global mean differences with ground based data of 0.21 % for Brewer measurements and 0.86 % for Dobson measurements, each with standard deviations close to 3 %. The results of the evaluations from Bai et al. (2015, 2016) for the more recent OMPS-NM total column ozone products based the SBUV V8 and V8.6 retrieval algorithms, respectively, are consistent with Bai et al. (2013). Bai et al. (2015) indicate global mean differences of OMPS-NM with ground-based data of 0.59 % for Brewer measurements and 1.09 % for Dobson measurements, with standard deviations close to 3 % and for the same period as Bai et al. (2013). Bai et al. (2016) provide, as reference, a distribution of OMPS-NM minus OMI-TOMS with a mean of 7.6 DU (~2.5 % for a total column of 300 DU) and a standard deviation of 5.8 DU at the Tsukuba station (36.1° N, 140.1° E) covering the period of 2012 to early 2015, with OMI being closer to the Dobson ground-based data (accounting for the seasonal variation of the differences).
2.2.4 Independent verification sources

Other than the OMI-TOMS data which serves as anchor, the verification data consist of Brewer, Dobson, and filter ozonometer total column ozone measurements and ozonesonde profiles from the World Ozone and Ultraviolet Radiation Data Center (WOUDC; for total column ozone measurements see Fioletov et al., 1999 and 2008; Staehelin et al., 2003; for ozone sondes, see references specified in Dupuy et al., 2009), Brewer and Dobson measurements from the Global Monitoring Division of the NOAA Earth System Research Laboratory, total column ozone from the Solar Backscatter Ultraviolet instrument (SBUV/2) on the NOAA 19 satellite (Flynn, 2007; Bhartia et al., 2013; McPeters et al., 2013); and ozone profiles from the Microwave Limb Sounder (MLS) on the Aura satellite (Waters et al., 2006; Livesey et al., 2006, 2013; Froidevaux et al., 2008; e.g., Inness et al., 2013; Adams et al., 2014). The error standard deviations are no larger than 1.5 to 2.0% for well-calibrated and well-maintained Brewer and Dobson direct sun data and about 1.5 to 2 times larger for filter ozonometers (based on Fioletov et al., 1999, and references therein), 5% for ozonesondes (e.g., SPARC, 1998; Smit and Strätter, 2004), and as provided with the data for MLS (Livesey et al., 2013). The main disadvantage of filter ozonometers, relative to Brewers and Dobsons, is that the two spectral filters, i.e., the two wavelengths, used in ozone retrieval make them sensitive to atmospheric aerosols. Vertical piecewise averaging was applied to the ozonesonde profiles for final resolutions of 250 Pa up to an altitude of 25 km and 50 Pa for altitudes above 35 km with a linearly varying resolution between 25 km and 35 km.

The applied ground-based Brewer and Dobson spectrophotometer and filter ozonometer total ozone data are direct sun (clear-sky) daily daytime averages. An overall precision of 4.6 DU has been obtained by van der A et al. (2010) for Brewer and Dobson direct sun daily averages, excluding outlier data, which is consistent with standard deviations being less than 2% based on Fioletov et al. (1999 and 2008); the precision for filter ozonometers appear larger by roughly less than a factor of two. As in van der A et al. (2010) and Koukouli et al. (2016), the Dobson ozone values were adjusted following the correction of Komhyr et al. (1993; see also van Roozendael et al., 1998) as a function of ozone effective temperature (-0.13% K$^{-1}$ about 227 K). This correction is not applied to Brewer data in this study following van der A et al. (2010) based on Kerr (2002). The results of Redondas et al. (2014) support neglecting the small sensitivity to ozone effective temperature for Brewer measurements as well as accounting for the larger sensitivity for Dobson values. A consequence of avoiding the latter is a seasonal dependence of the Dobson total column ozone errors. The calculated seasonal variations of differences of OMI-TOMS and OMI-DOAS with Brewer and Dobson instruments in Balis et al. (2007b) further support neglecting corrections to the Brewer data, if we exclude consideration of results at the equator and in Antarctica which rely only on one station each, while favouring corrections for Dobsons showing a 1.5% annual variation of the differences. As another example, Bai et al. (2016) show a fairly consistent seasonal variation of the differences with the Tsukuba Dobson measurements with an amplitude of about 2% for both OMPS-NM and OMI-TOMS.

The ozone data from SBUV/2 for the period of interest are from the NOAA 19 satellite launched in February 2009. Two versions of the total column ozone data are used here. These are from the SBUV V8.6 profile retrieval using wavelengths in
the range of 250 to 310 nm (Bhartia et al., 2013; summarized by McPeters et al., 2013; see also Flynn, 2007) for which the total column ozone is the sum of the partial column layers and the total column retrieval using two wavelengths between 310 and 331 nm (Flynn, 2007; Flynn et al., 2009). The ozone measurements cover 170 km × 170 km field of views at the ground and have separations along the satellite orbit tracks of about 170 km. Labow et al. (2013) found agreement between total column ozone data of SBUV instruments form the summed partial columns and the Northern Hemisphere ground-based data to be better than 1 %. Bhartia et al. (2013) indicates that the total column ozone values from the summed partial column profiles allow extending the total column ozone retrievals to a solar zenith angle of 88°.

The MLS ozone profiles are from version 3.4 of the processing algorithm (Livesey et al., 2013) and are used without their averaging kernels. The along-track sampling and effective resolutions are ~160 km and, in the stratosphere, 300-450 km. The vertical levels of the retrieval solutions are in pressure with 12 levels per decade in the stratosphere, this corresponding to a vertical resolution of ~1.3 km, with the effective vertical resolution being ~2.5 km. The recommended usable vertical range for the ozone profiles is 261 hPa to 0.02 hPa with highest precisions of 2-3 % and accuracies of ~5 % in the range ~2-46 hPa.

2.3 Applied background and observation error variances

All the presented assimilation cases, except one, will have used an originally prescribed set of ozone observation and background error variances. An updated set of error variances considered to be closer to optimality, at least for the observations, was also derived with implications shown for one assimilation experiment. These updated variances were derived using the observations to which the colocation bias correction described in Section 2.4.1 was applied. Their derivation and the results are presented in this section, in addition to the originally applied variances, to support the target for reduction in total column observation bias indicated in Section 2.4. For this updated set, a single iteration of the Desroziers et al. (2005) approach applied to total ozone served as an initial step to adjust the error variances following a first set of assimilations. Separate additional metrics were then applied to complete the ozone background and observations error variance adjustments. The resultant new error variances are considered more representative of the actual observation error variances and so a better guide for imposing target conditions on observation bias reductions. As will be briefly shown, the overall diagnostics presented in Section 3 on the quality of the short-term ozone forecasts are largely consistent between the two sets of assimilations and so the results from the former can be taken as qualitatively applicable to the latter. Both are summarized for completeness.

The original error standard deviations assigned to all total column measurements are set to 2 % for all assimilated sources. For the updated set of statistics, the observation error standard deviations were re-estimated following the assimilation with all satellite total column datasets using two main steps: First, a single iteration of the Desroziers et al. (2015) approach was performed with the adjustments parameterized as a function of SZA. The variances of the differences between colocated observations (see Section 2.4.1) between each instrument and OMI were then computed and compared to the expected sum of the individual variances, which assumes the errors on the two different observation sets are not correlated. The variances of the differences between OMPS-NM and OMI were used to obtain an estimate of the error variance of OMI, where for this
estimate the error variances of OMPS-NM were replaced with the error variances of OMI scaled by the ratio of error variances between OMPS-NM and OMI as diagnosed by the Desroziers approach. The error variances of OMI were then used in the comparison of the variances of differences between collocated observations for the remaining instruments (GOME-2A/B, OMPS-NM) to estimate their error variances. The final updated error standard deviations are provided in Fig. 1. These error standard deviations, determined and smoothed as a function of solar zenith angle for each total column measurement source, are in the range of 1-2 % for SZA less than 70° and 1.5-3.5 % for higher SZAs, with the smaller values for both OMI and OMPS-NM. The obtained values are on the lower end of, or smaller than, the instrument error random uncertainties indicated in Section 2.2. On the other hand, global root-mean-square error levels obtained by van der A et al. (2010) for GOME-2A (DOAS) and OMI-TOMS from comparisons with ground based measurements were estimated to be 4.74 and 4.59 Dobson Units (DU), respectively. These translate to values in the range of ~1.3-1.9 % for column measurements between 250 and 350 DU. While not used for the applied updated values, tightening the colocation requirements for the differences with OMI from the criteria of Section 2.4.1 by factors of 4 and 2 respectively for the maximum separations in distance and time, and adding outlier removal, further reduces the final observation error standard deviations by roughly 10 % each, for a total reduction of 20 %. While colocation differences do not reflect model representativeness errors to the observation standard deviations, their contributions may not be that significant considering the respective sizes of model horizontal resolutions and the observation pixels on the ground. The actual standard deviations may therefore be smaller overall, say by 10-20 %, than those used as final values.

The original background error standard deviations as a function of latitude and vertical level are from a single iteration of the Desroziers et al. (2005) approach with an assimilation of MLS ozone data applied following originally assigned ozone background error standard deviations of 5 % in the stratosphere and upper troposphere. The resulting latitude varying background error standard deviations at sample vertical levels of 1, 10, 50, and 300 hPa are in the ranges ~6-12 %, ~3-5 %, ~5-15 %, and ~15-24 % respectively. Constant extrapolation in absolute value uncertainty was imposed for lower tropospheric levels with resultant percentage values being ~15-16 % of the Fortuin and Kelder (1998) climatology in volume mixing ratio. An update of the values assigned in the stratosphere and upper troposphere accompanied the update of the observation error standard deviations described above. This was done by scaling the original background error standard deviation field as a function of vertical level above 300 hPa by latitude dependent total ozone error standard deviation scaling factors. A linear tapering of the adjustment as a function of the natural logarithm of the Charney-Phillips vertical grid levels (section 2.1) was performed for lower altitudes to preserve the original surface values applicable for assimilation of surface observations even though surface observations were not used in this study. Total ozone background error standard deviation scaling factors were derived as a function of latitude from an assimilation of all four total column data sources, namely GOME-2A, GOME-2B, OMPS-NM and OMI, the first three being bias corrected relative to OMI. The latitude dependence of the scaling was set from a single iteration of the Desroziers et al. (2005) approach. A global absolute scaling was then determined by repeating the assimilation (with the updated observation error variances) a few times and successively scaling the background error variances to ultimately give a minimization chi-square (twice the cost-function
value divided by the number of observations) in the neighbourhood of unity (Fig. S4). The total ozone error standard deviations were thus reduced from the first set of values in the range of 1.8-3.4 % (with the larger values in the northern extra-tropics) to ~0.5 % at most latitudes, with an increase from 0.5 to 0.8 % between 40° S and 80° S (Fig. S5). These new values are typically factors of 2 or smaller than the observation standard deviations estimated as a function solar zenith angles. Contributors to these small values would be the large number of total column observations combined with their error standard deviations and, to some degree, having well predictable short-term column ozone forecasts. While still seeming rather small, these were applied as is. Using the cost-function for this purpose is valid for uncorrelated observation and background error variances, correct specification of spatial error correlations, and negligible residual biases under all conditions at least between observations and forecasts, which are not strictly true. Nonetheless, the change from the original to the updated set of error variances results in a density distribution function of the statistically normalized innovations (i.e., the distribution of observations minus forecasts divided by the prescribed standard deviation of the differences) being closer to the normal Gaussian probability density function with a reduction in the peak value from 0.72 to 0.35 and an increase in the full width at half maximum from ~1.1 to ~2.5; the normal Gaussian distribution has a maximum of ~0.40 and full width at half maximum of ~2.4. The final distribution of the statistically normalized innovations shows more outliers than from a normal Gaussian distribution (Fig. S6). Unaccounted observation systematic error sources such as may be associated with the treatment for cloud cover and differing viewing zenith angles may be contributing to outliers. The final distributions for the four total column datasets (OMI, GOME-2A/B and OMPS-NM) have maxima in the range 0.32 to 0.41 and full widths at half maximum in the range of roughly 2.2 to 2.6. These results do not imply that the ratios of observation to background error variances are correct. If the observations error standard deviations were potentially smaller by a scaling factor of say 0.8, retaining the same total prescribed error variances of the observation minus forecast differences would imply an increase of the background error standard deviations by a factor of roughly about 1.6 for regions of lower SZAs, to at least 2.0 for SZAs of ~70° and above (for latitudes most often near the southern pole for this period). This would result in background error standard deviation close in size to the OMI-TOMS and OMPS-NM error variances. The overall ratios of observation to background error variances would then be closer to those from the original variances.

While the background error variances would be partially dependent on the observation set being assimilated, they have not been accordingly adjusted in the work when changing the number of sources being assimilated.
Figure 1. Updated set of applied observation error standard deviation estimates (%) for GOME-2A, GOME-2B, OMPS-NM and OMI total column measurements as a function of solar zenith angle band centres (degrees), for the combined period of July and August 2014. A 2% constant served in specifying the first set of applied error standard deviation estimates.

2.4 Bias estimation and correction

Observation biases can be examined as a function of various factors. In this study, the bias correction applied in the assimilation experiments use bias estimates for discrete SZA/latitude bins as a function of time. Different bias estimation methods based on observation colocations and observation differences with forecasts will be examined. One of these other methods is to use the dependence on the ozone effective temperature instead of latitude and time (e.g., van der A et al., 2010). Solar zenith angle dependence is specifically included considering the varying sensitivities between the different instruments as shown in Koukouli et al. (2012). Latitude and time dependences are also introduced to capture other first order retrieval biases, such as potentially related to the applied a priori atmospheric state and its ozone error covariances, and the specification of the ozone absorption coefficients, as well as instrumental changes in time. While the dependency on other factors such as cloud cover and viewing zenith angle can vary with the instrument and retrieval algorithm, they are not included here as predictors. Their impact would therefore be reflected in the estimated standard deviations derived for observations and outlier errors referred in Section 2.3. The bias correction target is to reduce residual biases as a function of SZA and latitude relative to OMI-TOMS generally to within 1 %, considering total ozone measurement random error standard deviations being no smaller than ~1 % (Section 2.3). An evaluation of OMI-TOMS total column ozone as the anchor for the periods in this study is provided in Section 3.1 relative to ground-based data, with a supplementary evaluation using SBUV/2 in Section 3.2.1.

Most of the bias estimation results are presented and discussed in Section 3.2. The bias estimates and behaviours obtained in this study do not necessarily reflect the quality of the retrieval data for other periods. Some of the differences that are seen may be attributed to the colocations being approximate (where applicable) or to one or more of the other factors not taken into account here, such as bias as a function of the viewing zenith angle, which is not examined as it was not considered as
significant for instruments of interest based on the available literature. Variation as a function of ozone effective temperature (average ozone profile weighted temperature) as was applied for the van der A et al. (2010, 2015) reanalyses is separately examined in Section 3.2.2 as substitution for variations in latitude and time over weeks to months. The dependence of bias as a function of column ozone amount as another possible alternative is potentially subject to small systematic contamination from correlated uncertainties between the column ozone values and the differences and so is not applied for bias estimation.

2.4.1 Colocation approach

As indicated in Section 2.2.1 and in the introduction, the OMI-TOMS column ozone data were selected as anchor in bias estimation and correction. Separate bias estimations are conducted for each distinct instrument-platform pair, with the bias estimates assigned from the mean differences. The estimations can be performed either by direct comparison of observations at colocated locations or through the intermediate use of model forecasts (or analyses). While both are examined, the direct colocation approach without forecasts serves as the baseline. Here, the initial observation differences between colocated observations for use in bias estimation are taken as acceptable for points within 200 km and ±12h, with a latitude difference of no more than 3°, total column differences within 25 DU, and solar zenith angle differences smaller than 5° for SZA under 70° and smaller than 2° for SZA between 70° and 90°. A similar bias correction was applied to the equivalent total ozone of the OMPS-NP partial column profiles for comparison to OMPS-NM. The latitude and solar zenith angle bins have a size of 5° each for total column ozone measurements, and 10° each for partial column ozone profiles, except at larger solar zenith angles where bin sizes are reduced to 2° for 70-90°; larger bin sizes could have been used except likely at high solar zenith angles. In any case, only data with SZA under 84° are used in assimilation considering the larger uncertainties at higher SZA. The smaller bins at high SZA stem from the stronger gradients in the differences between instruments. The larger bin sizes for partial column ozone profiles are in consideration of the smaller density of profile measurements. The resultant bias corrections are assigned to the midpoint of each bin with a two dimensional piecewise linear interpolation applied to points at intermediate SZA and latitude values; data that would require corrections from extrapolation are instead discarded.

To provide preliminary insight on bias estimates, Fig. 2 shows the monthly and hemispheric mean colocation differences with OMI-TOMS for GOME-2 and OMPS-NM as function of SZA with separate curves for the Northern and Southern Hemispheres in August 2014. The differences between hemispheres suggest that including latitudinal variation would be more essential in some cases than others. The differences for OMPS-NM are consistent with the average biases of -2 to -4 % with respect to OMI-TOMS and SBUV/2 found by Flynn et al. (2014). The discontinuity in time mean differences with GOME-2A/B appearing at 70° in SZA may be associated to the switch in the wavelength for reflectivity retrieval between lower and higher SZA from 331.3 nm to 360.1 nm (Table 1.13 from Zhant and Kasheta, 2009). As such, no interpolation is applied over the SZA value of 70° for GOME-2A/B. The figure shows a better agreement in monthly mean differences with OMI-TOMS for GOME-2B with magnitudes under 1 % for SZA below 70° and a maximum of ~1.6 % or ~5 DU above 70°. Largest differences are found for GOME-2A and the provisional OMPS-NM data reaching at least ~4 %, or ~10-12 DU, at...
some SZA values. The larger changes with SZA shown in the Southern Hemisphere for high SZA, e.g., above 80° for GOME-2, may also be found in the Northern Hemisphere depending on the month. In Section 3.1, it is shown that trends and variation over time of the differences within a month can be as significant for some latitude/SZA regions. The correlation of differences in latitude and time with effective ozone temperature is also characterized in Section 3.2.

Mean differences for each latitude/SZA bin are generated for individual six-hour intervals with, as a precaution, the removal of outliers beyond two standard deviations about the mean when there are at least 100 points per bin. Instead of monthly mean bias estimation, a moving window using the previous two weeks of data is applied to better capture variations in time. The six-hour mean differences over the two-week moving window are weighted in time with a Gaussian weighting function with a half width at half maximum of 4.7 days. The six-hour mean differences are generated starting two weeks prior to the start of assimilations to provide data over the full window at the start of the assimilation. Another two standard deviation outlier removal is applied, this time according to the variability of the six-hour mean differences over the two-week period. A minimum of 25 total contributing differences originating from at least four six-hour intervals is imposed for valid bias estimates for each bin.

2.4.2 Bias estimation involving differences with forecasts

An alternative bias estimation approach utilizes the differences of the original retrieved observation data with short-term forecasts with the same binning in latitude and solar zenith angle over a two-week moving window. These bias estimates can be obtained by considering the OMI total columns differences with forecasts (i.e., OmF), with or without colocation requirements, or simply without any direct use of OMI. The FGAT short-hour forecasts \( F \) would have been influenced by the assimilation of all bias corrected data used in an experiment while the observations \( O \) denote retrieved observations prior to bias correction. For each bin, the bias estimate could be obtained from moving time series window of

\[
\begin{align*}
\text{a)} & \quad \langle (O - F) - (O - F)_{\text{ref}} \rangle \quad \text{with the same colocation requirements as Section 2.4.1}, \\
\text{b)} & \quad \langle O - F \rangle - \langle O - F \rangle_{\text{ref}} \quad \text{without the above colocation requirements, or} \\
\text{c)} & \quad \langle O - F \rangle
\end{align*}
\]
3 Results

Assimilation runs covering July-August 2014 have been performed for individual and combined sets of total column ozone satellite data sources with and without bias correction based on the colocation approach. The resulting short-term forecasts from the assimilation runs are compared to each other and to the absence of assimilation.

Following an evaluation of OMI-TOMS for the two-month periods in Section 3.1, bias estimates are determined for the other total column datasets using the two general types of differences described in Section 2.4, one based only on colocations and the other on differences with forecasts. The dependence on the ozone effective temperature as done in van der A et al.
(2010) is examined separately as a substitution for latitude and time dependence. The bias corrections applied in assimilations are dependent on latitude and solar zenith angle with a two-week moving window. Bias estimation and correction using the observation colocation approach by itself can be done either prior to or as part of assimilation runs, the former being applied here. Mean differences with forecasts would normally be determined and applied for bias estimation during the assimilation and forecasting cycle. For convenience, here we instead use differences for spatially thinned observation sets, thinned to ~1° sampling, with six-hour forecasts of separate assimilation and forecasting sets. The estimated biases for different datasets and from different approaches are presented and discussed first in Section 3.2. Both the July-August and January-February periods are considered for a comparison of bias estimates between seasons within a yearly cycle. The related impact of total ozone assimilations on short-term forecasts is assessed in Section 3.3.

Figure 3. Mean total column ozone differences (%) between OMI-TOMS and Brewer, Dobson, and filter ozonometer measurements over July-August 2014. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

3.1 Evaluation of OMI-TOMS total column ozone with ground-based data

A mean differences comparison of OMI-TOMS with near-colocated ground-based data at available sites over the periods of study was conducted to support the selection of OMI-TOMS as anchor justified earlier through references identified in Section 2.2.1. Summary results are shown in Table 1 and Fig. 3 (see also Tables S1 to S3). Bimonthly mean differences over regions, globally, and for the individual stations were produced for the three periods of Table 1 based on totals of 52 Brewer, 40 Dobson, and 20 filter ozonometer locations; Fig. 3 shows the station locations and mean differences for the July-August 2014 period. The sizes of the global mean differences over the different periods are in the approximate ranges of 0.0 to -0.1 % for Brewer, -0.2 to 0.4 % for Dobson and -0.8 to -0.7 % for filter instruments. These global and regional averages exclude stations with mean differences larger than two standard deviations, corresponding to between 3 and 4 % and obtained after removing stations with mean differences larger than 6 DU. The total number of these outlier stations per period ranges from 0 to 5 (Tables S1 to S3), with some of these being stations at high elevation or in Antarctica. The numbers of statistical
outliers are small in comparison to the much larger percentages of sites showing outlier or suspect characteristics over the 5-year period examined by Fioletov et al. (2008). Considering the few 2-3 stations in Antarctica and some consistency between station values, the outlier station mean differences are included as part of the regional mean differences for 60-90° S in Table 1. The regional mean differences are within 1 %, with the exceptions being Antarctica for both Brewer and Dobson instruments and the north polar region for Dobson and filter instruments. Table 1 shows small positive biases less than 0.7 % over the region encompassing Canada, the continental United States and Greenland, as compared to small negative biases up to -0.4 % over Europe and Northern Africa. The global and most regional mean differences are notably smaller than the roughly 1.5 % underestimation identified by Labow et al. (2013), Bak et al. (2015), and McPeters et al. (2015). These studies have used multiple years in their analyses. McPeters et al. (2013) instead found positive average differences with Northern Hemisphere Brewers and Dobsons covering 2005 and 2006 of 0.6 % and 0.8 %, respectively, with uncertainties of 1.1 % and 1.5 %. The mean differences for both polar regions are all negative suggesting an underestimation of OMI-TOMS column ozone in these regions for these periods. The mean differences for the north polar region of -0.3 to -0.6 % for Brewers are under the 1 % target while the mean differences for Dobsons are -1.2 to -1.6 %. These fall within the range of the mean differences covering 2007-2010 from Koukouli et al. (2012) at -1.5±2.4 % for Brewers and -0.5±3.0 % for Dobsons. The adjustments of Dobson values applied in this study based on the ozone effective temperatures, which was not included in Koukouli et al. (2012), reduced the sizes of the mean differences in this region by less than 1 %. The average solar zenith angles for stations in the north polar region were less than 70° for all instruments and periods except for some Brewer instruments during the January-February 2015 period reaching at most ~76°. As such, stray light would not significantly impact the total column ozone values (e.g., Moeini et al., 2018; Evans et al., 2009).

More severe underestimations at 3-6 % occur during July-August in Antarctica, this associated to SZAs close to or greater than 80° and possibly a strong latitudinal gradient associated to the winter South Pole polar vortex. While the small size of the dataset for the limited 1-3 stations in this region restricts the statistical significance of these results, the level of consistency between the instruments and sites suggest it being worthwhile to consider this data and so were retained in Table 1 for the rows of the 60-90° S region. The largest adjustments made to the July-August Dobson data occurred for the two Antarctica stations of Marambio (64.23° S, 56.62° W) and Syowa (69.01° S, 39.58° E) due to the low ozone effective temperatures, near 200 K, with increases in mean differences from near zero to -3 to -4 % (see also Koukouli et al, 2016). This brought the differences for Dobsons closer to those for the Brewer at the Marambio station. The differences for the Dobson at Ushuaia (54.85° S, 63.31° W) at the southern tip of Argentina are also negative in the range of -0.8 to -1.6 % over the three periods. Other factors may also affect the ground-based values in this region. Bernhard et al. (2005) noted an underestimation potentially exceeding 2 % for SZAs larger than 80°, reaching 4% in the ozone hole region for a SZA of 85°, that could result from the standard Dobson retrieval method assuming the ozone layer being at a specific height. A related adjustment would increase the differences with OMI-TOMS. As well, ground-based measurements at very high SZAs

...
Table 1. Regional and global relative mean differences (%) of total column ozone between OMI-TOMS and the specified ground-based instrument types over July-August 2014/2015 and January-February 2015. The averaging excludes stations having outlier station mean differences for each period (see Supplement tables S1 to S3 and the text of Section 3.1) except for the two rows for the latitude region 60-90° S as described in the text. The standard deviations (S.D.) are for the variation of the station mean differences about the regional or global mean differences. Unavailable S.D. values for available mean differences imply the presence of only one station. The Dobson total column ozone measurements for the two July-August periods were adjusted as a function of the ozone effective temperature (see Section 2.2.4); those for the January-February period were not adjusted in the absence of the ozone effective temperature for the period. The impacts of the Dobson July-August period corrections on the global mean differences were reductions between 0.0 and 0.4 %.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>S.D.</td>
<td>Mean</td>
<td>S.D.</td>
</tr>
<tr>
<td>Brewer</td>
<td>Latitude range: 60-90° N</td>
<td>-0.3 [258]</td>
<td>0.8</td>
<td>-0.6 [361]</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 30-60° N</td>
<td>0.0 [1816]</td>
<td>1.4</td>
<td>0.1 [1422]</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 30° S - 30° N</td>
<td>0.4 [296]</td>
<td>1.9</td>
<td>-0.5 [165]</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 30-60° S</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 60-90° S</td>
<td>-5.9 [13]*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>North America and Greenland</td>
<td>0.7 [669]</td>
<td>1.1</td>
<td>0.2 [1020]</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>Europe and Africa</td>
<td>-0.3 [1282]</td>
<td>1.4</td>
<td>-0.3 [780]</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>East Asia and Other</td>
<td>-0.1 [419]</td>
<td>1.9</td>
<td>-1.0 [148]</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>0.0 [2370]</td>
<td>1.4</td>
<td>-0.1 [1948]</td>
<td>1.5</td>
</tr>
<tr>
<td>Dobson</td>
<td>Latitude range: 60-90° N</td>
<td>-1.6 [64]</td>
<td>1.3</td>
<td>-1.2 [29]</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 30-60° N</td>
<td>0.0 [421]</td>
<td>0.7</td>
<td>0.5 [328]</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 30° S - 30° N</td>
<td>0.2 [270]</td>
<td>2.7</td>
<td>-0.8 [200]</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 30-60° S</td>
<td>-0.4 [167]</td>
<td>0.9</td>
<td>-1.0 [111]</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 60-90° S</td>
<td>-3.3 [6]*</td>
<td>0.1</td>
<td>-4.3 [2]</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>North America and Greenland</td>
<td>-0.6 [167]</td>
<td>0.6</td>
<td>-0.8 [84]</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Europe and Africa</td>
<td>-0.7 [400]</td>
<td>1.3</td>
<td>0.2 [293]</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>East Asia and Other</td>
<td>0.7 [361]</td>
<td>2.0</td>
<td>-0.5 [291]</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>-0.1 [928]</td>
<td>1.6</td>
<td>-0.2 [668]</td>
<td>1.4</td>
</tr>
<tr>
<td>filter ozonometer</td>
<td>Latitude range: 60-90° N</td>
<td>-1.4 [47]</td>
<td>0.8</td>
<td>-1.1 [16]</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Latitude range: 30-60° N</td>
<td>-0.3 [54]</td>
<td>1.6</td>
<td>-0.5 [62]</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Global</td>
<td>-0.8 [101]</td>
<td>1.4</td>
<td>-0.7 [78]</td>
<td>1.8</td>
</tr>
</tbody>
</table>

* Outlier mean difference from the Marambio station. # Includes the Amundsen-Scott, Marambio and outlier Zhongshan stations.
Includes Marambio and Syowa stations. Outlier Syowa station only.  

require an unobscured horizon which may not always be possible throughout the day; often antennas, other buildings or structures, partially block the sun, thus producing low ozone values. Another factor that would increase the differences with OMI-TOMS for measurements at high solar zenith angles, especially Dobsons, is stray light (e.g., Moeini et al., 2018; Evans et al., 2009) which results in an underestimation of the total column ozone up to at least 5-7 %. The stray light sensitivity also depends on the total column ozone itself, with the effect being smaller under ozone hole conditions than over normal conditions. The Brewer measurements in Antarctica are from double-monochromatic instruments and so only slightly sensitive to stray light as compared to the Dobsons. At high SZAs in the vicinity of the polar vortex, the horizontal
differences in location between the station and the average of the observed ozone would be sensitive to horizontal gradients in total column ozone. Approximately accounting for a latitudinal displacement of slightly more than 1° resulted, for example, in reducing the July-August 2014 mean difference from the Brewer at Marambio from the -5.9 % in Table 1 to -2.7 %. As another point of consideration, Figure 3 of Balis et al. (2007b) did not show significant dependence on solar zenith angles for OMI-TOMS relative to Brewers for SZA larger than 20° except above 80° with an overestimation of about 4±2 % instead of an underestimation. This difference, though, could be related to differences in time periods, stations, and dataset sizes. The discussion for the polar regions and high solar zenith angles is extended in section 3.2.1 with a comparison to SBUV/2 total column ozone data and a note regarding the assimilation with Aura-MLS in section 3.3.1.

While the OMI-TOMS data could be underestimates of total column ozone in the polar regions for these periods, there is some uncertainty as to the actual OMI-TOMS bias considering factors that could affect the reliability of the comparison with the ground-based data at high solar zenith angles for Antarctica, this even beyond the low number of ground-based observations. van der A et al. (2015) included an adjustment to OMI-TOMS total column ozone data based on the ozone effective temperature in addition to a constant offset of 3.3 DU, using a comparison to Brewer and adjusted Dobson data, which would increase the OMI-TOMS total column ozone in Antarctica by about 10.5 DU for the two July-August periods: including also the second-order dependence on SZA of that paper reduces the change to 9 DU. Its application would have improved the agreement in the 60-90° S latitude band of Table 1, while adding to the mean differences in the other regions by less than ~1 % except possibly in the January-February 60-90° N region.

3.2 Bias estimation

3.2.1 Colocation approach

Time mean differences for the various instruments, GOME-2A, GOME-2B, OMPS-NM, OMPS-NP, and SBUV/2, with OMI-TOMS for July-August 2014 and January-February 2015 (Figs. 4 and 5) indicate global averaged biases in the range of -3.5 to 2 %. The two sets of results with SBUV/2 are for the SBUV/2 total column ozone from the two wavelengths retrieval (SBUV/2-TC) and the sum of the retrieved partial column profiles (SBUV/2-NP). These have been added to extend the evaluation of the OMI-TOMS data conducted in section 3.1. The averaging over all bins for July-August and January-February, with weighting by the number of colocations per bin, gives mean biases ranging from 1.5 % to -3.5 % over the different instruments in Figs. 4 and 5 (Table 2). The mean differences of OMI-TOMS with ground-based data (of opposite sign to the mean differences of the satellite data with OMI-TOMS) over the various sites are usually smaller in size than the average mean differences over all bins between the various satellite-borne instruments and OMI-TOMS. The mirroring patterns about the equator in Figs. 4 and 5 for at least SBUV/2 and OMPS-NP suggest the possibility of some seasonally dependent differences with OMI-TOMS for these data. The results for the provisional OMPS-NM data are smaller than the roughly 2.5 % determined at the Tsukula station for the more recent product version (Bai et al., 2016; Section 2.2.3),
Figure 4. Mean total column ozone differences (%) between GOME-2A/B, OMPS-NM/NP, SBUV/2-TC/NP and colocated OMI-TOMS data for the period of July-August 2014. The SBUV/2-TC total column ozone values stem from the two wavelength retrieval while those for SBUV/2-NP are the sums of the retrieved 21-layer partial columns. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.
Table 2. Global diagnostics of differences in total column ozone between separate satellite instruments and OMI-TOMS for July-August 2014 and January-February 2015 based on the non-empty bins of the data of Figs. 4 and 5. The diagnostics consists of global mean differences (%), standard deviations (%) over the bin mean differences, and percentages of SZA/latitude bins with mean differences exceeding 2 % in magnitude.

| Instrument | Mean difference (%) | Std. dev. over bin mean differences (%) | Percentage of bins with | |
|------------|---------------------|----------------------------------------|--------------------------|
| GOME-2A    | -1.8      | -3.5      | 1.4       | 2.4       | 50        | 69        |
| GOME-2B    | 0.1       | -0.5      | 0.8       | 1.3       | 14        | 13        |
| OMPS-NM    | -1.3      | 0.1       | 1.3       | 0.9       | 28        | 19        |
| OMPS-NP    | 1.1       | 2.0       | 1.3       | 2.0       | 23        | 47        |
| SBUV/2-TC  | 1.5       | 1.3       | 0.7       | 0.9       | 30        | 22        |
| SBUV/2-NP  | 1.2       | 0.6       | 0.7       | 0.5       | 16        | 0         |

Figure 5. Same as Fig. 5 for January-February 2015.
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however this is only for a single station. As an aside, considering the gradients over the images of Figs. 4 and 5, the bin sizes for bias estimation could be increased by factors of at least two to four for most regions, this being adaptable to each instrument.

The standard deviations of the mean differences over the bins (with removal of 2-σ outliers) range between 0.5 and 2.4 % over the different instruments (Table 2). The latter two sets of values reflect a smaller variability of the differences between SBUV/2 and OMI-TOMS. As well, the time mean biases per bin reach sizes of ~5-9 % for some datasets.

The differences between both SBUV/2 sets and OMI-TOMS are generally consistent with, and more on the lower end of, the about 1-2 % mean differences found in other studies mentioned in the introduction, with better agreement obtained here for SBUV/2-NP. They also suggest better agreement of OMI-TOMS with mean tropical and mid-latitude Northern Hemisphere ground-based data for these periods, considering Table 1. The winter polar mean differences between SBUV/2 and OMI-TOMS remain positive, reaching a maximum of ~4 % while the summer polar means for SZA<~75-80° are less than ~1 %. This seems to support the possibility of OMI-TOMS underestimation near or in the polar regions for SZA<~75-80°, but with less underestimation for the 60-90° S region than is suggested in Table. The disagreement of SBUV/2 and OMI-TOMS in the winter pole regions at even higher SZAs reaches only -1.9 % for SBUV/2-NP, while reaching -3.2 % for SBUV/2-TC, with SBUV/2-NP expected to be more accurate than SBUV/2-TC at higher SZAs. However, identifying which dataset is notably closer to the truth between particularly SBUV/2-NP and OMI-TOMS in the polar regions is somewhat obscured by the differences found in the mid-latitudes and the tropics between SBUV/2-NP, OMI-TOMS and the ground-based data. Considering results for the various datasets, during these periods only, and the results of Table 1, OMI-TOMS serving as the anchor is appropriate, with the caveat that the best reference for the polar regions and SZA>70-80° (and/or possibly ozone effective temperatures below ~200 K) may be unclear.

GOME-2B and SBUV/2-NP provide smallest differences globally and both GOME-2 instruments show strong latitudinal gradients in bias estimates for SZA>84°, which are not used in assimilation. The solar zenith angle regions below and above 70° for GOME-2A and GOME-2B give rise to an approximately bimodal distributions of differences with OMI-TOMS for July-August 2014 (and January-February 2015) centered at about -2.3 % (-4.5 %) and 1.8 % (-0.5 %) for GOME-2A and -0.5 % (-1.0 %) and 2 % (2 %) for GOME-2B. The percentages of bins with time mean differences exceeding 2 % in magnitude for the six datasets range from 0 % to 69 % (Table 2) with GOME-2B presenting the larger values; for a 1% threshold, percentages increase by factors 1.2 to 4 depending on the instrument and season. Mean differences therefore exceed the observation random error levels for a notable fraction of the datasets.

The variations in time of bias correction per bin over the two months are most often within ±1 % from the time mean, with a few bins reaching variations of ±2-3 % (e.g., Figs 6, 8, S8, S9). These variations in time for different instruments can differ not only in size but also in tendency within the short 1-2 month periods. While the resulting moving averages usually change gradually in time, the random variation, or scatter, of the individual six-hour means about the moving averages can be small.
Figure 6. Time series of total column ozone bias corrections (DU) for July and August 2014 for GOME-2A/B, OMPS-NM/NP, and SBUV/2-TC/NP (see Fig. 5). Dashed lines show individual six-hour mean differences with OMI-TOMS, while the solid curves of the same colour show the two-week moving average bias corrections. The particular (latitude, solar zenith angle) bins plotted are (a) 5° wide bins centred on (52.5°N, 37.5°) for GOME-2A/B and OMPS-NM and a 10° wide bin centred on (55°N, 35°) for OMPS-NP and (b) 5° wide bins centred on (62.5°N, 42.5°) for GOME-2A/B and OMPS-NM and a 10° wide bin centred on (65°N, 45°) for OMPS-NP. Time coverage for individual bins do not necessarily cover complete months.

At within ~1 % to more significant reaching at least ~3 % (Fig. 6 and Fig. S10); the number of colocations per bin ranges from a few points to a few hundred for the six-hour intervals, with larger scatter also present for large numbers per bin.

A verified cause of the larger six-hour mean differences, as seen in Fig. 6, is the occasional temporal data gaps of OMI resulting in biasing 6-hr mean differences due to a persistent time difference between colocation pair elements given the assigned ±12h colocation search window. The influence of this added bias of individual 6-hr mean differences is circumvented through outlier removal in the weighted averaging over the two-week moving window. Unaccounted biases such as from the differing handling of cloud cover are also likely contributing to the varying sizes of 6-hr mean differences about the moving averages. The number of colocated total column points applied in bias estimation for each bin over the two-week moving window typically exceeds a thousand but can be below one hundred for some few bins (e.g., Fig. S10).
The number of colocations are significantly reduced for OMPS-NP and SBUV/2 measurements, as it would be for other profilers, and so the averaging, while not done here, could benefit from longer time windows, a wider Gaussian filter, and or larger bin sizes.

While capturing much of the differences with OMI through latitude, time, and SZA dependent corrections, one would expect remaining spatially varying residual biases (and likely temporally varying as well). The overall variations in longitude of differences with OMI-TOMS are notably weaker than those in latitude, associated to the usually larger latitudinal gradients in ozone and the solar zenith angle variation in latitude along the orbit track, with occasional longitudinally isolated areas of larger differences (e.g., such as near (10° S, 0° E) for GOME-2A/B, about (60° S, 60° W) for OMPS-NM and over Greenland for OMPS-NP as shown in Fig. S11).

![Figure 7](image-url)

**Figure 7.** Mean total column ozone differences (%) between GOME-2A, OMPS-NM and colocated OMI-TOMS data as a function of ozone effective temperature (degrees Kelvin) and solar zenith angle (degrees) for the periods of July-August 2014 and July-August 2015. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

### 3.2.2 Variation with ozone effective temperature

An alternative parameterization for bias estimation consists in the use of time averaged differences as a function of ozone effective temperature and solar zenith angle. A motivation for a dependency on ozone effective temperature is to more directly compensate for any unaccounted temperature sensitivity of the ozone absorption coefficients used in retrievals. Here, bias estimation is made implicitly dependant on time through temporal changes of the ozone effective temperature.
(and solar zenith angle). This captures at least the seasonal variations of biases associated to changes in temperature in addition to constant offsets. The ozone effective temperatures were calculated from the GEM with LINOZ meteorological and ozone short-term forecasts relying on the respective meteorological analyses from ECCC and ozone analyses from the assimilation of total column ozone. The resulting time mean differences from OMI as a function of ozone effective temperature and solar zenith angle can notably differ for different periods, depending on the instrument and data processing setup, as shown for GOME-2A and OMPS-NM in Fig. 7. For GOME-2A (TOMS), typical differences between 2014 and 2015 of the order of roughly 3-4 % for SZAs less than 70°. These differences are larger than the effect of gradual long term trends of about -2.2 DU, or roughly -0.6 to -0.8 %, per year for GOME-2A (DOAS) estimated by van der A et al. (2010). Differences in retrievals might be a factor in explaining these differences if not also the differing time periods. For both July-August 2014 and 2015 periods, applying their respective corrections as a function of ozone effective temperature and solar zenith angles result in time averaged residual biases as a function of latitude and solar zenith angle typically within 1 %, with only a few bins over 2 % (Fig. S12). This supports use of ozone effective temperature dependence as alternative to latitude (and time) dependence, as in other studies, with the stipulation that one accounts for otherwise remaining and notable temporal changes in some fashion where necessary. Adding an explicit sub-seasonal to seasonal dependency on time would compensate for some otherwise unaccounted time varying biases other than long-term trends. If the temporal changes may be spatially dependent, it is possible that an explicit spatial predictor (such as latitude) may be required. The variation of the bias corrections as a function of ozone effective temperature and SZA within these periods, of up to two months, is comparatively small relative to larger changes in time that can be seen from the two-week moving window bias estimations as a function of latitude and SZA as shown in Fig. 8 for GOME-2A and was also observed in some regions for other instruments. The identified differences in variation over these relatively short periods are typically within ±1 %.
Figure 8. Time series of total column ozone bias corrections (DU) for two latitude/SZA bins covering July-August 2014 for GOME-2A using different bias correction methods. All cases that include colocation methods use thinned observation sets. The ‘O-F’ curves additionally use the differences of forecasts described in Section 2.4.2 following the assimilation of OMI-TOMS. The ‘colocations alone’ and ‘O-F’ curves were calculated using the Gaussian two-week moving average with HWHM of 4.7 days. The ‘\( T_{\text{eff}}/\text{SZA} \)’ curve is the result of mapping each observation that falls within the latitude/SZA bin onto the ozone effective temperature/SZA bias for July-August 2014 (shown in Fig. 7) and taking the mean of these values.
Figure 9. Time mean total column ozone biases (%) between GOME-2A and OMI-TOMS for the period of July-August 2014 from colocation alone and approaches (a), (b), and (c) using observation-minus-forecast differences (see Section 2.4.2). For approaches (a), (b), and (c) the forecasts were taken from the ‘OMI’ assimilation run (see Table 3). The bias in the ‘colocations alone’ panel was computed using the thinned observation data set as the thinned data set was used in the assimilation. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

3.2.3 Approaches based on differences with forecasts

Bias estimation and correction from differences with forecasts with the three options (a) to (c) of Section 2.4.2 was applied for GOME-2A for July-August 2014 using differences with six-hour forecasts. In this study, the forecasts used for these differences came from one of the previously run assimilation/forecasting experiments that are summarized in Table 3. However, the forecasts used for this approach could come from runs that assimilate the bias-corrected observations using the correction method considered in this section. Results from use of the forecasts from the OMI assimilation are provided in Figs. 8 and 9. Differences between the biases resulting from options (a) to (c) and colocation alone biases are within 1 % over the two month period except for a few bins, which are mostly at high SZA. For bins with larger bias estimates with the thinned data, there can be some improvement toward colocation alone results in the absence of thinning such as for option (a) at the bin centered at the latitude of 52.5° S and SZA of 65° (see Fig. 4 for the bias estimate using the unthinned data). This may be due to spatial differences being better reflected in colocation binning through additional use of the forecasts. For this period and dataset, the extension of (a) to use (b) and (c) as successive fallbacks extends the number of usable bins, this being more evident at high SZA in the Northern Hemisphere. Results from the assimilation of non-corrected data results in differences of bias estimates from colocation alone increasing nearly always by less than 1 % for (a) and (b), with the larger increases for (b), and by roughly up to 1-2 % for (c). The latter would reflect the resultant forecast bias from the assimilated
non-corrected datasets. In the absence of ozone assimilation, the increases for (a) and (b) remain usually within 1 % for this period while increasing substantially for (c). [The implications of the other experiments are shown through the sample comparison of Fig. 8 with Figs. S13 and S14.] This demonstrates that use of differences with forecasts, and, by implication, innovations during assimilation runs, is a valid alternative to use of colocation by itself and can provide additional benefits conditional on the forecasts representing well the spatial variation in total column ozone for options (a) and (b) and being sufficiently de-biased for option (c).

Table 3. List of assimilation experiments and their corresponding identifiers. In the second column, an asterisk (*) next to the instrument denotes that the bias-corrected observations (using the colocation method) were assimilated.

<table>
<thead>
<tr>
<th>Assimilation expi</th>
<th>Instruments assimilated</th>
<th>Error std. dev. estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>None</td>
<td>-</td>
</tr>
<tr>
<td>OMI</td>
<td>OMI</td>
<td>Original</td>
</tr>
<tr>
<td>GOME2A</td>
<td>GOME-2A</td>
<td>Original</td>
</tr>
<tr>
<td>GOME2B</td>
<td>GOME-2B</td>
<td>Original</td>
</tr>
<tr>
<td>OMPSNM</td>
<td>OMPS-NM</td>
<td>Original</td>
</tr>
<tr>
<td>G2AB+NM</td>
<td>GOME-2A/B, OMPS-NM</td>
<td>Original</td>
</tr>
<tr>
<td>ALLTC</td>
<td>GOME-2A/B, OMPS-NM, OMI</td>
<td>Original</td>
</tr>
<tr>
<td>GOME2A bc</td>
<td>GOME-2A*</td>
<td>Original</td>
</tr>
<tr>
<td>GOME2B bc</td>
<td>GOME-2B*</td>
<td>Original</td>
</tr>
<tr>
<td>OMPSNM bc</td>
<td>OMPS-NM*</td>
<td>Original</td>
</tr>
<tr>
<td>G2AB+NM bc</td>
<td>GOME-2A*/B*, OMPS-NM*</td>
<td>Original</td>
</tr>
<tr>
<td>ALLTC bc</td>
<td>GOME-2A*/B*, OMPS-NM*, OMI</td>
<td>Original</td>
</tr>
<tr>
<td>MLS+OMI</td>
<td>MLS, OMI</td>
<td>Original</td>
</tr>
<tr>
<td>G2AB+NM bc us</td>
<td>GOME-2A*/B*, OMPS-NM*</td>
<td>Updated</td>
</tr>
</tbody>
</table>

*denotes bias-corrected observations

3.3 Evaluation of ozone short-term forecasts

Successive short-term forecasts were generated from assimilations performed from 29 June to 31 August 2014 with different sets of total column ozone observations with and without bias correction, as well one experiment with assimilation of MLS ozone profiles. These are compared to each other and to the case without assimilation. All results with bias correction have bias estimates obtained from the colocation approach without use of forecast differences. All presented assimilation experiments except for one were conducted with the original background and observation error standard deviations. The short labels specified in the figure legends as of Fig. 10 identifying the different experiments are described in Table 3.

The applied evaluation metrics consist of mean differences, standard deviations, and anomaly correlation coefficients (ACC), i.e.,

\[ \text{Mean differences, } m(O - F) = N^{-1} \sum_{i=1}^{N}(O_i - F_i) \]  
\[ \text{Standard deviations, } \sigma(O - F) = \sqrt{(N - 1)^{-1} \sum_{i=1}^{N}(O_i - F_i) - m}^2 \]
Anomaly correlation coefficients, $\text{ACC} = \frac{(N-1)^{-1} \sum_{i=1}^{N} [(O_i - C_i) - m_{O-C}][(F_i - C_i) - m_{F-C}]}{\sigma(O-C)\sigma(F-C)}$  \(\text{(3)}\)

where $O_i$, $F_i$, and $C_i$ respectively denote observations, forecasts and climatological values at the observation locations. These were applied to forecasts of both total column ozone and the three-dimensional (3D) ozone field over the July-August period. The ACC, computed over different regions, provides a measure of the spatio-temporal anomalies between an ensemble (or time series) of forecasts and the verifying data (or analysis) as compared to their respective differences to a reference or climatological field, specified here as the 3D temporal mean of the no assimilation case. While not applied here, analyses on the model grid can replace observations in the ACC calculation especially when evaluating the change in ACC as a function of forecast length, in which case the cosine of latitude would be included as scaling factor for the elements of each summation (WMO, 1992).

3.3.1 Impact on total column ozone forecasts

Global differences, over the two month period, of Brewer and Dobson total column ozone with short-term forecasts following assimilation without bias correction span the range of near zero to about 2.3 %, nearly all being positive, as compared to about -1.8 % for Brewers and -0.8 % for Dobsons in the absence of assimilation (Table 4). The mean differences shown in Table 4 for the assimilation cases without bias correction are consistent with the global mean differences from the colocaltion comparison of the satellite and ground-based observations for July-August 2014 provided in the first paragraph of Section 3.1. The mean differences with forecasts from the assimilation of the uncorrected provisional OMPS-NM are only slightly larger than direct differences with OMPS-NM indicated in section 2.2.3 for more recent product versions. Bias correction reduces the global differences to less than 0.3 % in size for the various cases, be it from assimilation of individual or multiple data sources. The assimilating GOME-2A observations alone without bias correction actually increases the absolute global mean differences relative to the no assimilation case. Introducing assimilation reduces the standard deviations from 3.4-3.8 % to ~2.3-2.8 %. The reduction of standard deviations from bias correction is less than 0.35 %. These smaller reductions in standard deviations are limited by the error level of the observations and forecasts and the spatio-temporal variability of the biases about the global mean differences as shown in the following sentence. Brewer and Dobson error standard deviations of 1.5 %, a forecast error standard deviation of 0.5 % (likely an underestimate) and, considering Table 1, a standard deviation over the stations time mean differences of 1.5 % give a resultant standard deviation of 2.2 % from the square root of the sum of squares, quite close to the numbers from Table 4.
Table 4. Global mean differences (%) between Brewer and Dobson total column ozone measurements and short-term forecasts for July-August 2014. Bias-corrected observations from the colocated observation bias correction scheme were applied in the assimilations. The Dobson measurements used were adjusted as a function of the ozone effective temperature (see Section 2.2.4). The uncertainties denote the square root of the sample variances of the mean differences or difference standard deviations. The data from the two Antarctic stations have been included here even though their mean differences with OMI are outliers relative to most mean differences (Tables S1 and S2).

<table>
<thead>
<tr>
<th>Assimilated instruments</th>
<th>Mean difference (%)</th>
<th>Difference std. dev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No bias correction</td>
<td>Bias correction</td>
</tr>
<tr>
<td></td>
<td>No bias correction</td>
<td>Bias correction</td>
</tr>
<tr>
<td>None</td>
<td>-1.73 ± 0.08</td>
<td>-</td>
</tr>
<tr>
<td>OMI</td>
<td>-0.03 ± 0.05</td>
<td>2.34 ± 0.03</td>
</tr>
<tr>
<td>GOME-2A</td>
<td>2.33 ± 0.05</td>
<td>0.13 ± 0.05</td>
</tr>
<tr>
<td>GOME-2B</td>
<td>0.19 ± 0.05</td>
<td>-0.07 ± 0.05</td>
</tr>
<tr>
<td>OMPS-NM</td>
<td>1.22 ± 0.05</td>
<td>-0.14 ± 0.05</td>
</tr>
<tr>
<td>GOME-2A/OMPS-NM</td>
<td>1.20 ± 0.05</td>
<td>-0.02 ± 0.05</td>
</tr>
<tr>
<td>GOME-2A/OMPS-NM + OMI</td>
<td>0.89 ± 0.05</td>
<td>0.01 ± 0.05</td>
</tr>
</tbody>
</table>

Comparisons of OMI-TOMS measurements with forecasts for the various experiments with and without bias correction and without any assimilation are shown in Figs. 10 to 13 for the July-August 2014 period. Figure 10 (see also Figs. S15 and S16) displays the time mean differences which seem more prominent in the tropical region for the control case, i.e., without assimilation, reaching above 10 %. The separate assimilations of all column ozone sources with bias correction (labelled ‘ALLTC bc’) and of OMI yield mean differences with OMI usually within ±1 %. The absence of bias correction results in an overall time-mean reduction of column ozone by 1-3 % due to the significance of the GOME-2A and OMPS-NM biases. The results of assimilations of various individual and combined sources in terms of mean differences, standard deviations, and anomaly correlation, are provided for different latitude bands in Figs. 11 and 12. These show that the first order improvements stem from assimilation in general, while bias corrections and updating of error standard deviations (case ‘G2AB+NM bc us’ of Fig. 12) comparatively imply second order changes. The GOME-2A and OMPS-NM datasets shows the largest reductions in mean differences from bias correction as would be expected from Fig. 2. Figure 12 shows that the updated error variances have resulted in a reduction in impact in some areas due to the larger reduction of the background error variances relative to the change in the observation error variances. Adding the assimilation of MLS ozone profiles to that of OMI-TOMS has small varying effects within 1 % on total column ozone mean differences as a function of latitude except in Antarctica at just over 1.5 % (Fig. S17). The latter seems to support an underestimation of OMI-TOMS in Antarctica by at least that amount for July. The added MLS assimilation also suggests that any OMI-TOMS underestimation in the Arctic would be much less for that period.

For ACC, forecasts from the assimilation of GOME-2B in the tropics appear better than from the assimilation of OMI-TOMS when compared to the OMI-TOMS observations. This is likely due to the larger volume of GOME-2B data, in
addition to its low bias. As well, the ACC is the diagnostic that demonstrates more marked improvements in multiple sensor assimilation as compared to OMI-TOMS assimilation. The advantage of multiple sensor assimilation is, therefore, more notable in increasing the quality of the pattern and variation of the forecast fields. As anomaly correlation coefficients in assimilation typically compare forecasts with analyses instead of observations, OMI data in this case, it was verified, for completeness, that both give similar results (Fig. 11 compared to Fig. S18). It was also verified that the choice of the reference field (climatology) did not change the overall qualitative results; switching from the time average of the no assimilation case (CTRL) to the 2D ozone climatology of Fortuin and Kelder (1998) results in changes to the ACC for the case without assimilation of within ~0.1 and of much less for the column ozone assimilation cases (Fig. S19).

In the absence of assimilation, the mean differences in the extra-tropics have opposite sign to those in the tropics. This stems, at least partly if not entirely, from the differences between the observations and tendency of the forecast in the absence of assimilation to move toward the ozone model equilibrium state. This is also seen by the temporal changes of the mean differences of Fig. 13 over the two month period having opposite tendencies for the extra-tropics and the tropics. The temporal changes are believed to result from a long spinup period in moving from the initial ozone field based on an earlier assimilation, toward the ozone model equilibrium state. Beginning with an initial ozone field at the model equilibrium state would likely not have improved the ACC of the control case, as implied by Fig. 13, and would have increased its mean observation minus forecast differences. The changes in time of Fig. 13 also reflect the high predictability of ozone medium range forecasts, with an increase in total column ozone forecast regional mean error of less than 5 % in ten days, this in addition to the relevance of assimilation. Both the temporally averaged and time varying mean differences of forecasts with OMI-TOMS are reduced to within 1 % over the latitude ranges where satellite data are assimilated for the various cases with bias correction, with the results for GOME-2A/B assimilations below 60°S stem from these datasets not reaching much further south during this period. This reflects the importance of observations in the winter poles in the absence of heterogeneous chemistry in LINOZ.

The deterioration of the ACC with time in Fig. 13, and the low time mean ACC in the tropics in Figs. 11 and 12, in the absence of assimilation reflects an increase in the spatio-temporal variations of the observation-minus-forecast differences as compared to the cases with assimilation. To examine this further, we can rewrite the expression for the anomaly correlation coefficient in observation space as

\[ ACC = \frac{\text{cov}(O-C,F-C)}{\sigma(O-C)\sigma(F-C)} = \frac{1}{2} \left\{ \frac{\sigma^2(O-C) + \sigma^2(F-C) - \sigma^2(O-F)}{\sigma(O-C)\sigma(F-C)} \right\} \]  

(4)
where $O$ are observations and $C$ a climatology used to evaluate forecasts $F$ and $\sigma$ are the standard deviations of the quantity in its brackets. In the case when assimilation is not performed, during the time period when the ACC deteriorates rapidly in the tropics (as seen in Fig. 13), $\sigma(O-C)$ and $\sigma(F-C)$ do not change substantially (roughly at 14 DU and 9 DU, respectively), while $\sigma(O-F)$ increases from about 10 to 20 DU, illustrating the temporal deterioration in the tropics from the model. Similar increases in $\sigma(O-F)$ are also seen in the other regions though. Introducing assimilation rapidly and substantially reduces the values of $\sigma(O-F)$ to around 5-7 DU while pushing the values of $\sigma(F-C)$ up closer to that of $\sigma(O-C)$, so that the first two terms in Eqn. 4 are of roughly the same size and much larger than the third term in regions where measurements are assimilated, resulting in ACC values notably closer to unity, this being observed in all latitudinal regions (Fig. S20).

While the $\sigma(O-F)$ values at mid-latitudes and in the polar regions can be smaller or larger than in the tropics when no assimilation is performed (Fig. 11), their sizes relative to both $\sigma(O-C)$ and $\sigma(F-C)$ are smaller in the extra-tropics (Fig. S20). The larger $\sigma(O-C)$ and $\sigma(F-C)$ in the extra-tropics result in larger ACCs as compared to the tropics. The smaller relative size of $\sigma(O-F)$ in the extra-tropics stems from both the observations and forecasts being correlated to the spatio-temporal changes in weather patterns.

Figure 10. Mean total column ozone differences (%) between OMI-TOMS measurements and short-term forecasts as a function of spatial location (degrees) for July-August 2014. The plot titles indicate the assimilation run (see Table 3 for description). In the case of no assimilation, many of the values south of 60° S exceed the lower limit of the colour bar, in some instances with values as low as -30%. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.
Figure 11. Zonal mean total column ozone statistics of mean differences (%), standard deviations (%), and anomaly correlation coefficients (ACC; unitless) as a function of latitude (degrees) for the comparison between OMI-TOMS measurements and short-term forecasts for July-August 2014. The legends in the top plots indicate the assimilation runs (see Table 3 for description) and apply to all plots in the same column.
Figure 12. Zonal mean total column ozone differences (%) and anomaly correlation coefficients (ACC; unitless) as a function of latitude (degrees) between OMI-TOMS observations and short-term forecasts for July-August 2014 showing the effect of using the updated sets of observation and background error variances in the assimilation. The legend indicates the assimilation run (see Table 3 for description).
3.3.2 Impact on the vertical structure of the ozone field

The short-term ozone field forecasts from a few assimilation experiments are compared to MLS and ozonesonde profiles using the same metrics and for the same period as above. Significant impact of total column ozone assimilation on forecasts is seen in Figs. 14 to 17, usually below 10-20 hPa, with the largest influences in the lower half of the stratosphere. A reduction in impact above 2-5 hPa stems at least partly from the short photochemical time scales at these levels reflected in the ozone forecast model. Deteriorations are also observed in the lower stratosphere and upper troposphere regions in some panels, e.g., the mean observation minus forecast differences in the Northern Hemisphere below about 70 hPa for Fig. 14. The presence of improvements and deteriorations as a function of vertical level for the mean differences of Figs. 14 (upper panels) and 15 seems to reflect, to some degree, a vertically weighted profile shift needed for the non-assimilated case to better agree with the total column ozone observations. This is consistent with not having negative background vertical error correlations. The most significant improvements from total column ozone assimilation alone are found in the tropics for the anomaly correlation coefficients throughout the lower stratosphere, as seen in Fig. 14, followed by the time mean differences in the same region. This partly stems from the relative change in vertical distribution of mixing ratio increments for each total column measurement being proportional to the product of the background error covariance matrix and the model pressure layer thicknesses vector. The former includes not only the influence of the background error variances and vertical
correlations, but also the influence of the background horizontal error correlations increasing away from the surface, which would impact local profile increments considering the proximity of neighbouring total column measurements. The relaxation time scale of two days toward climatology in the lower troposphere would also have some impact on the forecasts moving away from the influence of the observations. Figures 14 and 16 also show, in support of Fig. 12, that the updated error variances have resulted in a slight reduction in impact from assimilation in the upper troposphere and lower stratosphere.

While some improvements in the vertical structure can result from assimilation of total column ozone, the greatest improvements are seen, in Figs. 15 and 17, when adding the assimilation of ozone profile measurements as done here with Aura-MLS (see also Struthers et al., 2002, as another example), which occurs even though the horizontal density of profiles is much smaller than from total column mapping instruments (e.g., Fig. S1).
Figure 14. Profiles of mean differences (%), standard deviations of differences (%), and anomaly correlation coefficients (ACC; unitless) between MLS observations and short-term forecasts over July-August 2014 and as a function of pressure (hPa). The legend indicates the assimilation run (see Table 3 for description).
Figure 15. Similar to Fig. 14 but only covering 1-23 July 2014. This shorter period in this figure is imposed by the ‘MLS+OMI’ assimilation having been conducted only for this duration prior to local computing system changes.
Figure 16. Profiles of global mean and standard deviation differences (%), and anomaly correlation coefficients (unitless) between ozonesonde observations and short-term forecasts over July-August 2014 and as a function of pressure (hPa). The legend indicates the assimilation run (see Table 3 for description).

Figure 17. Similar to Fig. 16 but over 1-23 July 2014.

4 Conclusions

Bias correction of total column ozone data from satellite instruments was performed using a few different approaches relying on bias estimation as a function of latitude and solar zenith angle binning with a two-week moving time window. The approach consisting of applying colocation by itself was compared to variants that used short-term forecasts. The differences in corrected biases between these approaches were nearly always under 1 %. These were also compared to the bias estimation as function of ozone effective temperature and solar zenith angle without the two-week moving time window. While the time-averaged bias corrections from this scheme were similar to the other approaches, the relevance of explicitly including time dependence was shown to potentially matter, this likely depending on the instrument and/or retrieval process.

The anchor data source from which bias estimates were generated was the OMI-TOMS data product. The quality of the OMI-TOMS data is supported by other publications in addition to the evaluations on two month periods in this paper through comparisons to ground-based Brewer and Dobson spectrophotometers and filter ozonometers. Comparison of OMI-
TOMS with the ground-based data yielded regional and global mean differences within 1%, except in the polar regions. Similar to slightly larger differences were found with SBUV/2 data. While no adjustments were made in this paper to the OMI-TOMS data, the choice of the anchor does not exclude the possibility of applying pre-determined corrections to its data when deemed necessary.

Prior to bias correction for the assimilated data, the GOME-2B (TOMS) products were found to be closest to OMI-TOMS, and thus to the ground-based data, with GOME-2A showing the largest differences. The differences for the provisional OMPS-NM products were typically in between these two cases.

Three-dimensional variational assimilations of total column ozone data measured from the satellite instruments have demonstrated the capability of reducing short-term forecast errors of total column ozone to within 1% of the OMI-TOMS data in the latitude regions covered by the assimilated data when including bias corrections as applied in the paper. This applies to assimilation of single and multiple data sources, except for assimilation of GOME-2A alone with residuals slightly exceeding 1% at some latitudes. For the assimilation of all instruments, while possible cancellation of different errors from different instruments is a factor in reducing forecast biases, harmonizing the differing datasets through bias correction better ensures achieving the target reduction in residual bias. The benefit of including total column satellite data even without bias correction was most notable in the tropics, in addition to the polar vortex region; this might vary depending on the ozone forecast model. This was evident not only in improvements of mean differences, but also of anomaly correlation coefficients.

The most notable improvement from total column ozone assimilation without the profile data was obtained for the anomaly correlation coefficients in the tropical lower stratosphere. Based on the shorter assimilation with Aura-MLS, the addition of this profile data did not significantly alter total column ozone short-term forecasts in the regions where the total column data was assimilated; it can be surmised that it would improve the total column ozone forecasts in the winter pole regions when there are no total column ozone data available. As one would or might expect and as has been illustrated, the added assimilation of good quality profile data is important in assuring a better quality of the vertical structure of the ozone forecast field even if the spatial density of profile measurements over six hour periods is much less than that of the total column data.

Code and data availability. The assimilation and forecasting system relies on ECCC computing environment tools and file conventions. As well, the computing hardware used for these assimilation cycles has since been replaced at ECCC with accompanying changes to the cycling package. References of the system components are provided in this paper. The Fortran-based bias estimation and correction software with related shell scripts can be provided with the understanding that users will need to adapt the code to their preferred input/output data file formats. The observations can be obtained from the different centres identified in the text and the acknowledgments Section below. The large sets of model analyses and forecasts, and the observation minus forecast datasets, are saved with an in-house binary file format. Subsets could potentially be made available from the authors upon request. In addition to also containing complementary figures, the Supplement provides tables of station by station mean differences of OMI-TOMS with ground-based data related to Table 1 and Fig. 4.
The Supplement related to this article is available online at https://doi.org/XXXX-supplement.
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Table captions

Table 1. Regional and global relative mean differences (%) of total column ozone between OMI-TOMS and the specified ground-based instrument types over July-August 2014/2015 and January-February 2015. The averaging excludes stations having outlier station mean differences for each period (see Supplement tables S1 to S3 and the text of Section 3.1) except for the two rows for the latitude region 60-90° S as described in the text. The standard deviations (S.D.) are for the variation of the station mean differences about the regional or global mean differences. Unavailable S.D. values for available mean differences imply the presence of only one station. The Dobson total column ozone measurements for the two July-August periods were adjusted as a function of the ozone effective temperature (see Section 2.2.4); those for the January-February period were not adjusted in the absence of the ozone effective temperature for the period. The impacts of the Dobson July-August period corrections on the global mean differences were reductions between 0.0 and 0.4 %.

Table 2. Global diagnostics of differences in total column ozone between separate satellite instruments and OMI-TOMS for July-August 2014 and January-February 2015 based on the non-empty bins of the data of Figs. 4 and 5. The diagnostics consists of global mean differences (%), standard deviations (%) over the bin mean differences, and percentages of SZA/latitude bins with mean differences exceeding 2 % in magnitude.

Table 3. List of assimilation experiments and their corresponding identifiers. In the second column, an asterisk (*) next to the instrument denotes that the bias-corrected observations (using the colocation method) were assimilated.

Table 4. Global mean differences (%) between Brewer and Dobson total column ozone measurements and short-term forecasts for July-August 2014. Bias-corrected observations from the colocated observation bias correction scheme were applied in the assimilations. The Dobson measurements used were adjusted as a function of the ozone effective temperature (see Section 2.2.4). The uncertainties denote the square root of the sample variances of the mean differences or difference standard deviations. The data from the two Antarctic stations have been included here even though their mean differences with OMI are outliers relative to most mean differences (Tables S1 and S2).

Figure captions

Figure 1. Updated set of applied observation error standard deviation estimates (%) for GOME-2A, GOME-2B, OMPS-NM and OMI total column measurements as a function of solar zenith angle band centres (degrees), for the combined period of July and August 2014. A 2% constant served in specifying the first set of applied error standard deviation estimates.

Figure 2. Mean total column ozone differences (%) between GOME-2A/B, OMPS-NM, and colocated OMI-TOMS data as a function of solar zenith angle (degrees) for the Northern and Southern Hemispheres for August 2014. Differences were computed from observation colocations. For the GOME-2 instruments, separate continuous difference regions are specified about 70° (see text in Section 2.4.1 for additional information). Constant difference extrapolation is applied from bin midpoints at the edges of distinct regions.

Figure 3. Mean total column ozone differences (%) between OMI-TOMS and Brewer, Dobson, and filter ozonometer measurements over July-August 2014. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

Figure 4. Mean total column ozone differences (%) between GOME-2A/B, OMPS-NM/NP and colocated OMI-TOMS data for the period of July-August 2014. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

Figure 5. Same as Fig. 4 for January-February 2015.

Figure 6. Time series of total column ozone bias corrections (DU) for July and August 2014 for GOME-2A/B, and OMPS-NM/NP. Dashed lines show individual six-hour mean differences with OMI-TOMS, while the solid curves of the same colour show the two-week moving average bias corrections. The particular (latitude, solar zenith angle) bins plotted are (a) 5° wide bins centred on (52.5°N, 37.5°) for GOME-2A/B and OMPS-NM and a 10° wide bin centred on (55°N, 35°) for OMPS-NP and (b) 5° wide bins centred on (62.5°N, 42.5°) for GOME-2A/B and OMPS-NM and a 10° wide bin centred on (65°N, 45°) for OMPS-NP. Time coverage for individual bins do not necessarily cover complete months.
Figure 7. Mean total column ozone differences (%) between GOME-2A, OMPS-NM and colocated OMI-TOMS data as a function of ozone effective temperature (degrees Kelvin) and solar zenith angle (degrees) for the periods of July-August 2014 and July-August 2015. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

Figure 8. Time series of total column ozone bias corrections (DU) for two latitude/SZA bins covering July-August 2014 for GOME-2A using different bias correction methods. All cases that include colocation methods used thinned observation sets. The ‘O-F’ curves additionally use the differences of forecasts described in Section 2.4.2 following the assimilation of OMI-TOMS. The ‘colocations alone’ and ‘O-F’ curves were calculated using the Gaussian two-week moving average with HWHM of 4.7 days. The ‘Teff/SZA’ curve is the result of mapping each observation that falls within the latitude/SZA bin onto the ozone effective temperature/SZA bias for July-August 2014 (shown in Fig. 7) and taking the mean of these values.

Figure 9. Time mean total column ozone biases (%) between GOME-2A and OMI-TOMS for the period of July-August 2014 from colocation alone and approaches (a), (b), and (c) using observation-minus-forecast differences (see Section 2.4.2). For approaches (a), (b), and (c) the forecasts were taken from the ‘OMI’ assimilation run (see Table 3). The bias in the ‘colocations alone’ panel was computed using the thinned observation data set as the thinned data set was used in the assimilation. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

Figure 10. Mean total column ozone differences (%) between OMI-TOMS measurements and short-term forecasts as a function of spatial location for July-August 2014. The plot titles indicate the assimilation run (see Table 3 for description). In the case of no assimilation, many of the values south of 60º S exceed the lower limit of the colour bar, in some instances with values as low as -30%. The colours blue to purple denote negative differences and the colours yellow to red refer to positive differences.

Figure 11. Zonal mean total column ozone statistics of mean differences (%), standard deviations (%), and anomaly correlation coefficients (ACC; unitless) as a function of latitude (degrees) for the comparison between OMI-TOMS measurements and short-term forecasts for July-August 2014. The legends in the top plots indicate the assimilation runs (see Table 3 for description) and apply to all plots in the same column.

Figure 12. Zonal mean total column ozone differences (%) and anomaly correlation coefficients (ACC; unitless) as a function of latitude (degrees) between OMI-TOMS observations and short-term forecasts for July-August 2014 showing the effect of using the updated sets of observation and background error variances in the assimilation. The legend indicates the assimilation run (see Table 3 for description).

Figure 13. Zonal mean differences (%) and anomaly correlation coefficients (unitless) for total ozone between OMI-TOMS observations and short-term forecasts as a function of time (date). Results are shown for the case without assimilation as well as with the assimilation of OMI, GOME-2A/B, and OMPS-NM both with and without bias correction. The legend indicates the assimilation run (see Table 3 for description). Each value plotted was calculated using a 24 hour time window.

Figure 14. Profiles of mean differences (%), standard deviations of differences (%), and anomaly correlation coefficients (ACC; unitless) between MLS observations and short-term forecasts over July-August 2014 and as a function of pressure (hPa). The legend indicates the assimilation run (see Table 3 for description).

Figure 15. Similar to Fig. 14 but only covering 1-23 July 2014. This shorter period stems from the ‘MLS+OMI’ assimilation having been conducted only for this duration prior to computing system changes.

Figure 16. Profiles of global mean and standard deviation differences (%), and anomaly correlation coefficients (unitless) between ozonesonde observations and short-term forecasts over July-August 2014 and as a function of pressure (hPa). The legend indicates the assimilation run (see Table 3 for description).

Figure 17. Similar to Fig. 16 but over 1-23 July 2014. For this specific figure, the comparison to ozonesondes for the ‘MLS+OMI’ assimilation case was done using six-hour forecasts instead of nearest forecasts in the three to nine hour forecast periods at intervals of 45 minutes as the latter were not available for that comparison. This by itself would have deteriorated the results shown for ‘MLS+OMI’ which are still better that the other cases.