We thank the reviewers for their helpful comments, which have led us to a substantially improved version of the paper. Here, the reviewers’ comments are shown in boldfaced black text, and our responses are shown in non-boldfaced blue text. The page and line numbers to which we refer in our responses correspond to the updated manuscript (the comments of all reviewers are taken into account in this updated manuscript).

First and foremost, we confirm that the tropospheric chemical mechanism in GISS ModelE2 is not CBM04. The original manuscript version contained an incorrect oversimplified description of the tropospheric chemistry scheme in GISS ModelE2 that has caused our Reviewers confusion and understandable concerns. We understand that using an old-fashioned chemical mechanism developed 25 years ago for urban polluted high-NOx environments would be an inappropriate tool to apply to a study of large-scale isoprene emission perturbation in the tropics. The chemical mechanism in GISS ModelE2 has been substantially updated and improved over the past 15 years, for example, to account for important reactions, pathways, and species under low-NOx conditions (e.g. Shindell et al., 2003; 2006; 2013; Schmidt et al., 2014).

We now include a more detailed description of the chemical mechanism in Section 2.1 (ModelE2-YIBs description) (Page 4, Line 32):

“The troposphere features NO$_x$-O$_x$-HO$_x$-CO-CH$_4$ chemistry; an explicit representation of isoprene; and a lumped hydrocarbon scheme involving terpenes, peroxyacyl nitrates (PANs), alkyl nitrates, aldehydes, alkenes, and alkanes. The representation of hydrocarbons generally follows Houweling et al. (1998), which is originally derived from the Carbon Bond Mechanism-4 (Gery et al., 1989) and the Regional Atmospheric Chemistry Model (RACM; Stockwell et al., 1997), but includes several modifications aimed at representing the wide range of chemical conditions found in Earth’s atmosphere, such as the addition of reactions important in low-NO$_x$ conditions including representation of organic peroxy radical chemistry under low-NO$_x$ conditions and introduction of organic nitrate chemistry. Shindell et al. (2013) describe in detail the recent updates to the tropospheric chemistry scheme, including the incorporation of acetone chemistry (Houweling et al., 1998) and the addition of terpene oxidation (Tsigaridis and Kanakidou, 2007). SOA formation is driven by NO$_x$-dependent oxidation of emissions of isoprene, monoterpenes, and other reactive VOCs following a volatility-based two-product scheme (Tsigaridis and Kanakidou, 2007). The formation of secondary inorganic aerosols, including sulfate (Bell et al., 2005; Koch et al., 2006) and nitrate (Bauer et al., 2007a), depend on both modeled oxidant levels and the availability of source gases. Primary aerosol types include dust (which provides a surface for heterogeneous chemistry; Bauer and Koch, 2005; Bauer et al., 2007b), black carbon, organic carbon, and sea salt (Koch et al., 2006). Stratospheric chemistry, introduced to the chemical mechanism by Shindell et al. (2006), includes nitrous oxide (N$_2$O) and halogen (bromine and chlorine) chemistry. Recent updates to stratospheric chemistry are summarized by Shindell et al. (2013) and include changes in the representations of polar stratospheric cloud formation (Hanson and Mauersberger, 1988) and heterogeneous hydrolysis of N$_2$O$_5$ on sulfate (Hallquist et al., 2003; Kane et al., 2001).”
Interdisciplinary work is challenging. We would like to emphasize the novel aspects of this project. (1) The land cover dataset for maritime Southeast Asia that we use in our study is built from an existing classification based on Landsat images (Gunarso et al., 2013). This dataset represents a wall-to-wall mapping of land cover in this region, including explicit representation of plantations of oil palm (high isoprene emitter) and rubber (high monoterpene emitter). Gunarso et al. (2013) used a consistent classification methodology for each year of their analysis, which has provided an internally consistent set of land cover maps for this period for this region. Other studies have investigated the atmospheric composition impacts from land cover change in this region: Ashworth et al. (2012) considered a projection of forest to oil palm conversion based on meeting future demand for biofuels; Warwick et al. (2013) considered the total conversion of Borneo to oil palm from forest; and Silva et al. (2016) considered the impact of 2010 oil palm cover relative to an oil-palm-free landscape in addition to considering future projections of oil palm. We consider the impacts of actual historical land cover change, which is clearly different than Ashworth et al. (2012) and Warwick et al. (2013). The Silva et al. (2016) study imposes oil palm expansion by overlaying an oil palm map for 2010 on a separate 16-PFT land cover distribution; this is a different methodology than we apply here, where we apply an internally consistent set of maps developed using a wall-to-wall classification methodology. (2) We have developed the global climate model code to add four additional land cover type PFTs, focusing on land covers that are pervasive in maritime Southeast Asia, including oil palm and rubber plantations. Previous studies have focused only on the impacts of oil palm expansion. (3) We consider the impacts of land-cover-change-driven changes in emissions of both isoprene and monoterpenes. The study by Silva et al. (2016) presumably includes dynamic changes in monoterpene emissions for the land covers that are displaced by oil palm, but their one new land cover type – oil palm – only has the isoprene emission capacity altered relative to the forest land cover type. Ashworth et al. (2012) and Warwick et al. (2013) consider only isoprene emission changes. (4) We directly quantify the global radiative forcing induced by ozone and SOA changes driven by historical land cover change in this region using a coupled global land-chemistry-climate model framework with the embedded radiative transfer model developed by A. Lacis and J. Hansen in GISS ModelE2 (e.g. Schmidt et al., 2014). (5) We provide new climate policy metrics for global ozone radiative forcing per Mha land cover change in the tropics. (6) We quantitatively identify that important factors driving uncertainty in the forcing include (a) uncertainty in the magnitude of the isoprene BER for oil palm and (b) uncertainty in the areal extent of oil palm expansion. Using an analysis based on fixed SOA yields, we additionally show that the sign of the net forcing is sensitive to uncertainty in the SOA yield from BVOCs.

**Responses to Reviewer #1**

The authors present the findings of a global modeling study probing the impacts of historical land cover change on the islands of maritime SE Asia with a particular focus on the expansion of oil palm plantations at the expense of natural forest. They apply a chemistry-climate model with interactive land surface to investigate the resulting changes in BVOC emissions and atmospheric composition in the region. In line with previous studies they conclude that changes in surface concentrations of the air pollutants / short-lived climate forcers, ozone and secondary organic aerosols (SOA), are negligible. However, they demonstrate that due to
strong convection in the tropics, upper tropospheric concentrations are more strongly affected and calculate the radiative forcing associated with these changes, showing that land cover change over this 20-year period in this region may have resulted in local changes in radiative balance.

On the whole this is a carefully implemented study with a reasonable selection of simulations designed to probe some of sensitivities of the model to their assumptions of land cover and vegetation characteristics. Their findings are generally well-presented. There is no doubt that the issue of tropical forest loss and / or degradation is of major global importance with both air quality and climate, and maritime SE Asia is a region which is experiencing rapid and extensive changes in land use.

However, I do have a number of reservations regarding their methodology, some of the assumptions made and the style in which they have presented some of their results. At present I feel that these are of sufficient concern to preclude publication.

Principal among these is the coarse resolution of the model used; a global model at 2x2.5 degree is not sufficiently fine resolution to adequately resolve the complex terrain or the heterogeneity of land cover, emission sources and chemical background conditions. NOx emissions have also rapidly increased in this region and the land cover changes included in this study will also introduce further changes. Given the sensitivity of ozone production and loss and SOA formation to the relative abundance of NOx and VOCs finely resolved spatial distributions are required to correctly diagnose both the direction and the magnitude of the changes in ozone concentration in particular.

My second major concern is the chemistry mechanism included in ModelE2-YIBs which the authors describe as based on CBM-4. CBM-4 was developed in the late 1980s and early 1990s at a time when the atmospheric chemistry community was principally focused on urban air quality and inorganic pollutants. The limited detail that the authors provide here suggests that the mechanism has not been updated to include the recent (i.e. post-2008) improvements in our understanding of isoprene oxidation under conditions of high BVOC and relatively low NOx concentrations, conditions that must apply to large parts of the region under study. The same applies to monoterpene chemistry and the formation of biogenic SOA from both isoprene and monoterpene oxidation products. Without these updates it is hard to have confidence in the modeled changes in atmospheric composition arising from changes in BVOC emissions and concentrations.

Finally, I find that the manuscript is highly skewed to changes in isoprene and ozone, with monoterpene and SOA impacts rarely mentioned in the main text. However the final figures of radiative forcing include the forcing due to changes in SOA. A full discussion of monoterpenes and SOA is therefore needed in the main text.

More detailed comments are given below.
1. **p1 L22** - Could the authors provide a map of the region to indicate what they are describing as “maritime SE Asia” and “the maritime continent”

We provide Figure S2 (previously known as Figure S1), which shows the applied land cover changes. In Figure 1a, we analyze the surface ozone impacts over a wider region. Additional maps of the region are shown in Figures S3–S6.

2. **L22** - It would be useful if the authors could provide some sense of scale. What proportion of Indonesia as whole is 4.5Mha? Or perhaps more relevant, what proportion of the natural forest does this represent?

Good suggestion. We have modified this sentence (addition is bolded; Page 1, Line 24): “More than 4.5 Mha of natural forest were cleared in Indonesia alone over 2000–2010, which is a loss of 4.6% of year 2000 Indonesian natural forest cover (Margono et al., 2014).”

Reference:
Margono, B.A., Potapov, P.V., Turubanova, S., Stolle, F., and Hansen, M.C.: Primary forest cover loss in Indonesia over 2000–2012, Nat. Clim. Change, 4, 730–735, doi: 10.1038/nclimate2277, 2014. (Their Table 1 reports total natural forest area in Indonesia in 2000 as 98.4 Mha.)

3. **L26** - It may have quadrupled but it started from a very low base; this is one of a number of times that the authors have tended toward dramatising the results.

The reviewer appears to be somewhat missing the point here. Firstly, the areal cover in 1990 is implicit in the sentence: “The amount of land area planted in oil palm in Indonesia and Malaysia nearly quadrupled over 1990–2010, reaching 13 Mha by 2010 (Gunarso et al., 2013).” We modify the sentence to make the areal cover in 1990 now explicit (Page 1, Line 27): “The amount of land area planted in oil palm in Indonesia and Malaysia increased from 3.5 Mha in 1990 to 13 Mha by 2010 (Gunarso et al., 2013).” Secondly, we don’t agree that this statement can be “one of a number of times that the authors have tended toward dramatizing the results” because (1) we are not discussing any project results in the Introduction Section and (2) in the Introduction section, we are describing the background motivation for the study as an opportunity for a real world case study during which a large-scale human-induced land cover change happened in the Earth system that has driven a regional-scale increase in isoprene emission.

4. **p2 L7-9** - In fact, Ashworth et al. reported the change in the total tropospheric burden of ozone and SOA before focusing on surface changes and Warwick et al. present altitudinal plots of the changes in some trace gases.
We have expanded the Introduction Section, including highlighting the important findings of both the Ashworth et al. (2012) and Warwick et al. (2013) studies, in addition to another relevant study (Silva et al., 2016).

The Ashworth et al. (2012) study reports tropospheric burden changes for ozone and OH, but does not report changes for any specific altitude other than the surface. We do not find any mention of non-surface-level changes in SOA in Ashworth et al. (2012). The Warwick et al. (2013) study plots PAN and OH changes as a vertical cross-section at the equator from the surface to 90 hPa and the spatial distribution of PAN changes at 500 hPa; in addition, they report the peak ozone change at 500 hPa over Borneo, but they do not report any other non-surface-level ozone changes, which are particularly important for our study.

We have added:

(1) Page 4, Line 7: “In response to isoprene emission enhancements associated with total conversion of vegetated land to oil palm on the island of Borneo, Warwick et al. (2013) simulate a 20% increase in ozone at 500 hPa over Borneo and a 20% increase in peroxyacetyl nitrate (PAN) at 500 hPa downwind of Borneo over the Pacific Ocean. PAN is an organic nitrate that can undergo long-range transport before releasing its reactive NO$_x$ moiety (Moxim et al., 1996), providing a means for ozone formation in remote environments (Kotchenruther et al., 2001). The results of Warwick et al. (2013) suggest that regional isoprene emission changes have the capacity to alter ozone concentrations in the free troposphere and, therefore, induce a radiative forcing.”

(2) Page 3, Line 33: “Ashworth et al. (2012) speculated a small global forcing impact from the increased isoprene emissions in their land-use change scenario, based on the small simulated global changes in the tropospheric burdens of ozone and the hydroxyl radical (OH). However, no study has directly quantified the global radiative impacts associated with the induced changes in atmospheric composition.”

5. L20-21 - This is the first mention of monoterpenes (aside from the abstract). I suggest for the authors also to discuss the atmospheric chemistry and composition effects of monoterpenes as per isoprene in the previous paragraph. For instance the surface flux measurements reported from the OP3 field study (Langford, Misztal) showed that natural forests are much stronger emitters of monoterpenes than oil palm plantations. And the previous investigations also included changes in monoterpene emissions which is not clear in L7-9 as the preceding lines had focused exclusively on isoprene.

The changes in monoterpenes and SOA seem to very much be of lesser importance to the authors than changes in isoprene and ozone here and throughout the manuscript. While I accept that the changes are smaller they still contribute to the overall radiative forcing reported by the authors and should be given full coverage in the main text and not just the SI
The reviewer is correct in that we mainly focus on isoprene emission changes because of the larger change in isoprene (+6.5 TgC y\(^{-1}\)) relative to the change in monoterpenes (-0.5 TgC y\(^{-1}\)). Likewise, we deliberately focus on ozone more than SOA because of the stronger simulated radiative forcing from the ozone perturbations. Hence, the paper is not skewed. For example, the paper would be skewed if the primary focus was monoterpenes-SOA.

That said, we agree with the reviewer that the monoterpenes and SOA need to be given appropriate coverage in the main text and not just the SI (additions in bold, deletions crossed out; Page 2, Line 11): “Above-canopy flux measurements taken in Borneo in 2008 indicate that, compared to the natural forests of maritime Southeast Asia (MSEA), oil palm plantations are much stronger emitters of the biogenic volatile organic compound (BVOC) isoprene (C\(_5\)H\(_8\)), with mean midday fluxes about five times stronger from oil palm (Langford et al., 2010; Misztal et al., 2011). The simultaneous large-scale contraction of low-isoprene-emitting natural forest area and expansion of high-isoprene-emitting oil palm plantations suggests a land-cover-change-driven increase in regional isoprene emissions over recent decades (Silva et al., 2016; Stavrakou et al., 2014). Measurements indicate that the forests of MSEA emit monoterpenes, a class of BVOCs with chemical formula C\(_{10}\)H\(_{16}\), but find negligible monoterpene emissions from oil palm (Langford et al., 2010; Misztal et al., 2011). Both isoprene and monoterpenes are is-a precursors to the short-lived climate pollutants tropospheric ozone (Atkinson and Arey, 2003) and secondary organic aerosols (SOA) (Carlton et al., 2009; Friedman and Farmer, 2018); as such, perturbations in regional isoprene and monoterpene emissions serve as an additional mechanism by which regional land cover change can affect air quality and climate.”

Added reference:

With respect to the previous studies, it is our understanding that: Ashworth et al. (2012) only consider emission changes for isoprene, but do consider the impact that the resulting changes in atmospheric composition have on monoterpene processing; Warwick et al. (2013) likewise consider only isoprene emission changes for forest to oil palm conversion (their paper does not explicitly state how the atmospheric composition changes from the isoprene emission perturbations impact the simulated monoterpene chemistry, although this is presumably taken into account); and Silva et al. (2016) alter only the isoprene emission capacity (and not the monoterpene emission capacity) of their new oil palm land cover type relative to the forest PFT, but their results presumably take into account the effect of monoterpene emission changes associated with the loss of the various land covers to oil palm.

6. L24 - Does this mean that the authors have only conducted a series of atmosphere-only model simulations? So there are no climate / land surface feedbacks included on-line?
Atmosphere-only run is a standard technical term widely used by the World Climate Research Program (WCRP) Coupled Model Intercomparison Project (CMIP). It means that the global climate model uses prescribed observed sea surface temperatures and sea ice fields. Thus, the climate model does not have a fully coupled dynamic ocean. The term is in common usage in the global climate modeling community. Atmosphere-only simulations can be dynamically coupled to atmospheric chemistry and the land surface, as in our work.

7. L24-27 - Actually I am now confused as to exactly what model simulations were performed. The authors have referred to atmosphere-only, chemistry-climate, and land surface models here. Exactly what configuration is being used?

The reviewer is unfamiliar with standard terminology in the global climate and atmospheric chemistry modeling communities. See response to Point (6). Atmosphere-only means prescribed sea surface temperatures and sea ice fields. Atmosphere-only simulations can be dynamically coupled to atmospheric chemistry and the land surface, as in our work. Our description of the model set-up and configuration is clear, complete, and appropriate. No further changes are needed here.

8. L27 - 2 deg x 2.5 deg is too coarse to adequately resolve the complexity and heterogeneity of the land mass and land cover in this region particularly given the sensitivity of BVOC oxidation and ozone production rate to VOC: NOx ratio.

The reviewer is raising a longstanding query that concerns the entire large-scale global climate and chemistry mathematical modeling communities, way beyond the scope of this study, regarding what is actually needed in a global model (with associated limited computational resources) to reproduce large-scale composition impacts versus a highly localized mathematical representation of every real process on the ground tending to continuous resolution, many of which do not actually matter to the global radiative impact of ozone and SOA. This conflict commonly emerges between communities engaged in large-scale mathematical modeling versus communities engaged in local ecosystem-scale measurements. Nobody is ever surprised when it comes up in interdisciplinary work.

The reviewer’s comment applies to the use of all global chemistry-climate (CCM) and global chemistry-transport (CTM) models for the study of the global radiative impacts of regional-scale changes in short-lived emission precursors. The “complexity and heterogeneity of the land mass and land cover and the sensitivity of BVOC oxidation and ozone production rate to VOC: NOx ratio” are NOT issues unique to the MSEA region. Undeniably, these issues are important in all chemical regimes and regions of the world where the large-scale atmospheric responses to short-lived emission precursor perturbations are being studied. State-of-the-science global CCMs and CTMs typically have horizontal resolution 1-2° latitude/longitude. The model horizontal and vertical resolution applied in this study is comparable to global CCMs and CTMs currently being used in the WCRP CMIP6 Aerchem-MIP and RF-MIP in support of the
forthcoming IPCC AR6 assessment, and the Task Force on Hemispheric Transport of Air Pollutants (HTAP). These international assessment programs each employ dozens of global models with 1-2° latitude/longitude resolution to quantify the impacts of local and regional short-lived precursor emission changes, including VOCs, in very different regions and regimes. It is a moot point that global CCMs and CTMs do not fully resolve the complexity and heterogeneity of land mass and land cover and other sub-grid phenomena. The models parameterize these conditions and processes.

By the reviewer’s own logic, thousands of peer-reviewed publications in high-caliber journals, HTAP, Aerchem-MIP and RF-MIP, and short-lived climate forcers in IPCC AR6/AR5/AR4 are invalid. We do not agree. The goals of this work are to quantify the global radiative forcing of ozone and SOA changes due to the isoprene emission injection and altered BVOC fluxes as a result of recent human-induced land cover change in MSEA. Therefore, we have used a model framework that has been designed to simulate the global radiative forcing impacts from local and regional short-lived emission precursor perturbations, including, but not limited to, assessments by HTAP, Aerchem-MIP, RF-MIP, and a wide range of other international multi-model assessment programs over the past 20 years.

9. L31 - I have reservations whether the chemistry mechanism employed here is suitable for the conditions encountered in this region. Although it is rapidly developing with the concomitant increases in anthropogenic emissions, much of island areas of the region are still low-NOx, high-VOC regimes. Older chemical mechanisms were designed for the typical chemistry encountered in mid- to high-NOx urban / industrial areas and considerable understanding has been gained of the very different oxidation pathways of (particularly) isoprene under lower NOx conditions. Have any of these updates been included in the chemistry here?

Please see comment at the top of this document. In the original manuscript version, we neglected to provide a detailed enough description of the current chemical mechanism. Certainly, we too would have major reservations about a study using CBM04 to quantify composition impacts of a large isoprene emission injection in the tropics. The revised manuscript now includes a more detailed and accurate description of the chemical mechanism.

10. p3 L8 - Are the monoterpenes emitted as a single lumped monoterpane species? Or at least in part speciated (e.g. to specifically include a-pinene, b-pinene, d-limonene and others as is often done)? It should be noted that the monoterpane emissions algorithms included in Lathiere et al are in fact the Guenther et al. algorithms from 1995; at the very least this paper should be referenced here. Also, these algorithms assume that monoterpane emissions are entirely temperature dependent whereas more recent field measurements have shown that many species emit a proportion of monoterpenes directly (i.e. monoterpane emissions exhibit both light and temperature dependency, see e.g. Steinbrecher et al, Guenther et al. 2012). Are the authors confident that this is not the case for SE Asian plant species?
We have added the Guenther et al. (1995) reference and a brief discussion of light-dependency. ModelE2 applies a lumped monoterpene species (Page 6, Line 28): “Temperature-dependent leaf-level monoterpene emissions, functionally α-pinene, likewise vary by ecosystem type, similarly through prescription of PFT-specific basal emission rates (Guenther et al., 1995; Lathière et al., 2006). Recent work suggests that tropical monoterpene emissions exhibit both light and temperature dependency (Guenther et al., 2012; Jardine et al., 2015, 2017) that is not included in the emission algorithm here but may be explored in future work.”

Added references:


11. L15-19 - How were emission factors assigned to these additional land cover types? How do they differ from the standard land cover in this region in the default land surface map? Again this is critical to the results and should be included in the main text and not just the SI.

On (Page 6, Line 22), we state: “For each PFT, the isoprene emission rate depends linearly on the fraction of electrons available to undergo isoprene synthesis, the calculation of which requires prescription of a PFT-specific leaf-level isoprene basal emission rate (BER) at standard conditions.”

We have moved the Table of model parameters (previously known as Table S2 in the Supplement) to the main text (now known as Table 1).

On Page 9, Line 20, we removed the list of references from this sentence (as this information is found in the footnotes of Table 1, now in the main text) and re-phrased to better describe what is found in the table: “Table 1 shows, for the new land cover types, the assigned physical parameters (including LAI and vegetation height), photosynthetic parameters, and leaf-level basal emission rates of isoprene and monoterpenes.”
We describe the relationship between the isoprene BERs for the standard and new rainforest PFTs where this information is critical (Page 13, Line 10): “In this sensitivity analysis, the dipterocarp forest isoprene BER is increased by a factor of 12, making it equivalent to the isoprene BER assigned to the standard evergreen broadleaf forest PFT in YIBs.”

12. L31-32 - Of real importance to this study is the previous performance of the YIBs model in this region; the 2013 study was global. Do the referenced comparisons include field sites in maritime SE Asia?

The 2013 global evaluation paper did include time-varying OP3 Borneo field measurements (e.g., Langford et al., 2010). The point of referencing the global-scale evaluation against a wide range of different ecosystems and regions is to demonstrate that the model has reasonable isoprene emission performance over a range of different ecosystems and regions. The present manuscript provides a comparison of oil palm and forest isoprene fluxes to those from the OP3 campaign in Borneo (Page 22, Line 8; Page 22, Line 25).

13. p4 L14-15 - It seems odd to go the lengths of using 30m x 30m resolution land cover data in a model running at 2 deg/ x 2.5 deg

The 30 m x 30 m resolution land cover dataset (i.e., the dataset of Gunarso et al., 2013) is re-gridded to the model resolution of 2° latitude x 2.5° longitude before application to the model (Page 8, Line 27). The purpose of applying the high-resolution dataset is because, as far as we know, this is the only land cover dataset available for this region that employs a wall-to-wall classification methodology that provides multiple years of data (using a consistent classification methodology for each year) and includes several land covers that are prevalent in Southeast Asia (e.g., oil palm and rubber plantations). The availability of such a dataset prevents us from needing to build a single dataset out of multiple datasets that were potentially derived using different classification methodologies or are from different time periods.

14. L20-26 - Please clarify. Are you saying that in 1990 the only land cover data available shows natural forest (or whatever) in locations that were shown as oil palm in 2000 and 2010? What fraction of data is missing? Of the 1990 data what fraction is converted to oil palm by 2000 and 2010? Of the missing data what fraction is “converted” to oil palm by 2000 and 2010? It would be useful to have a feel for how substantial the “likely underestimation” might be.

We have clarified the language (modifications bolded, Page 8, Line 19): “The Gunarso et al. (2013) classification for 1990 for Indonesia is likewise incomplete; in this dataset, the pixels classified for 1990 are principally those that are oil palm in 1990 or eventually become oil palm.”
Thus (Page 8, Line 23): “Indonesian oil palm cover in 1990 is accurate within the limits of the classification methodology.”

The rest of Indonesia is largely unclassified in 1990, as described, which is why we apply the year 2000 land cover to these pixels.

15. L30 - Is dirt equivalent to the “bare ground” classification included in other land surface schemes?

Fixed. We have amended the text to state “bare ground” rather than “dirt.”

16. p5 L3 - The authors say that these are “minor land cover types”. Again it would be useful to be provided with sufficient information to judge just how minor. What fraction of land is included in these 5 types in Gunsaro et al classification?

These minor land cover types account for 2.8% of pixels in both 1990 and 2010.

17. L8-13 - Again it would be good to have an idea of the likely underestimation, and this should be relatively easy for the authors to achieve by applying an LAI reduction, as described, to the areas classified as “disturbed” in Gunsaro.

For the forest class, around 43% is disturbed, while around 57% is undisturbed (these fractions are largely consistent across years). Dietz et al. (2007) report LAIs for various disturbance levels: undisturbed (6.2 m² m⁻²), removal of small-diameter trees (5.3 m² m⁻²), and removal of large-diameter trees (5.0 m² m⁻²). Based on these LAIs, the mean LAI for the forest class (47% disturbed, 57% undisturbed) would be: (1) 0.57 x 6.2 m² m⁻² + 0.43 x 5.3 m² m⁻² = 5.8 m² m⁻² (assuming that the disturbed forest falls closer to the small-diameter removal category) and (2) 0.57 x 6.2 m² m⁻² + 0.43 x 5 m² m⁻² = 5.7 m² m⁻² (assuming that the disturbed forest falls closer to the large-diameter removal category). In our simulations, we assign a forest LAI of 6.0 m² m⁻², based on measurement of a natural forest plot in Malaysian Borneo (Fowler et al., 2011), which is an area included in our land cover change analysis. Thus, our assigned value is only about 3–5% higher than these rough estimates, which is a good approximation considering that we do not have any information about the level of disturbance of the “disturbed” forest patches in the land cover change dataset that we apply (that is, the classification of Gunarso et al. (2013)). In the Gunarso et al. (2013) classification, a “disturbed” forest patch has a reduced basal area with evidence of clearing or logging. Such classifications are not uncommon; for example, Margono et al., Nature Climate Change, 2014, use a “primary degraded forest” class, in which the forest has been fragmented or experienced selective logging or other disturbance.
18. L21 - As noted above, Table S2 should be in the main text as these parameter values are critical to the results. The notes regarding their derivation can be left in SI. The values for the “standard” PFTs in YIBs for this region should also be shown in this table for comparison.

We have moved this table and the footnotes, which are an integral part of the table, to the main text (now known as Table 1).

19. L27-34 - There is a real mishmash of years for the various datasets. As the simulations are being conducted for a nominal 2010 (i.e. that is the climatology) with 1990 or 2010 SE Asia landcover why introduce further limitations / discrepancies by using Y2000 landcover for the rest of the world with vegetation characteristics derived using Y2000 meteorology only to change to 2010?

We assume that the global radiative forcing impacts by ozone and SOA due to oil palm expansion in MSEA are insensitive to changes in the background land cover state outside of the MSEA region over the 1990–2010 period. Unfortunately, we do not always have available all observational or modeled data for each year for each boundary condition for model runs, which means that we sometimes need to combine datasets in appropriate ways to run simulations. Here, we use a dataset for 2000, which falls within the era of interest (1990–2010). We use the year 2000 rest-of-world land cover dataset specifically because we already had available the PFT-specific vegetation height parameters for the set of PFTs used in ModelE2-YIBs at the resolution used in ModelE2-YIBs. As we describe in the paper, we obtained the PFT-specific height parameters applied to the rest of the world vegetation from an existing 140-year simulation run with our model. This 140-year simulation was run using dynamic carbon allocation and applied the same rest-of-world land cover distribution that we apply here. Using this configuration, a 140-year simulation requires at least a few months of run time, which accounts only for the actual time that the model is integrating and does not include time spent in the simulation queue between re-submissions (since our cluster allows only one week of run time before the simulation must be re-submitted, the additional time spent in the run queue can be substantial). With unlimited computational resources, we could run an additional century-long simulation for year 1990 or 2010, but we don’t have access to these resources, and, more importantly, it is unlikely that switching to 1990 and 2010 background land cover datasets has any meaningful influence on the results here. The benefit of doing so is not clear because we hold static the rest-of-world land cover map and physical vegetation characteristics (because we need to isolate the impacts of MSEA regional land cover change) and this dataset is a reasonable approximation of land cover and vegetation characteristics for this 1990–2010 era.

20. p6 L33-34 - Could the authors please clarify how the simulations were driven with the meteorology? Was the same climate / meteorology applied for 13 years? Because there will be an effect of inter-annual variability on emissions, chemistry and therefore O3 and SOA formation; how has this been accounted for? Is this what the authors have attempted to do via the additional simulations?
We have removed the incorrect description of the nudged winds. The quantified standard deviations (e.g., radiative forcing in Table 5 on Page 21) are based on internal interannual variability in the climate model. We have additionally performed a sensitivity simulation to assess the impact of using a different background climate (including emissions year) on the forcing results (Table 5 on Page 21).

21. p7 L4-6 - This is the case for all current isoprene emissions models which are linked to PAR, T, CO2, soil moisture, etc. Please clarify what aspect the authors mean is the case “because” it is interactively linked OR remove the word “because”

To improve clarity, we have re-phrased this (additions bolded, deletions crossed out; Page 12, Line 14): “Because isoprene production in ModelE2-YIBs is interactively linked to calculated as a semi-mechanistic function of photosynthetic carbon assimilation (Unger et al., 2013). Isoprene emissions are sensitive to simulated changes in the parameters that affect photosynthesis, including the background climate state (e.g., temperature, PAR, and soil moisture) and the atmospheric CO2 concentration.”

22. L6-7 - Please give more detail of how monoterpene emissions are sensitive to climate as per isoprene

We have changed “climate” to “temperature” (Page 12, Line 17): “Simulated monoterpene emissions are likewise sensitive to temperature shifts (Lathière et al., 2006).”

23. L9-11 - But changing the landcover will also affect e.g. NOx emissions, either due to changes in fertiliser application or to changes in natural soil emissions. How have the authors accounted for this?

Because again the resolution of the global model will not be sufficient to pick up changes such as this simply by running a sensitivity test with a different background atmosphere.

The reviewer raises a good point. We account for anthropogenic changes in NOx emissions and all other short-lived emission precursors by applying the MACCity inventory for anthropogenic emissions of carbonaceous aerosols and reactive gases (Granier et al., 2011). The MACCity inventory is partially based on the ACCMIP inventory, which is based on a multitude of global- and regional-scale emission inventories (Lamarque et al., 2010). MACCity includes agricultural NOx emissions. Climate-sensitive lightning NOx and soil NOx emissions are included in the simulations. Atmospheric NOx measurements in the region are extremely limited. A possible future work direction beyond the scope here is to exploit satellite NOx data to learn more about the NOx levels in the region.

24. L28-30 - Why have the authors not used the measured emission rate in the first instance?

Our model requires a leaf-level BER (YIBs has its own canopy up-scaling scheme consistent for carbon, water, energy, and BVOCs). Therefore, we adopted a strategy that maximizes use of the
limited available BVOC flux data in the region. First, we implemented published leaf-level
isoprene BERs to all PFTs including oil palm (Table 1; now in the main text). Then, we used the
raw measured fluxes (not canopy-level BERs) from the OP3 campaign to evaluate and validate
the model’s simulated above-canopy fluxes (Page 22, Line 8; Page 22, Line 25). This strategy is
more physically realistic, and provides a better benchmark than, for example, artificially forcing
the model to reproduce the OP3 canopy-scale BERs as a boundary condition.

25. L30-32 - Why? The authors specifically introduced this land class because measurements
had shown that the global emission factors were not suitable. The work reported in Langford
and Misztal suggested that emission factors were out by a factor of 3 so using 12 seems
rather extreme.

The rationale is simply a sensitivity study to examine the impacts when the forest emits with a
default isoprene BER for tropical rainforest, that is where the factor of 12 comes from. See
response to point (11).

26. p8 Table 2 - this seems to imply that the isoprene emission factor applied to oil palm is as
measured in the standard run but half measured in the OPber sensitivity tests which appears
to contradict what the authors have described in the previous page.

The values reflect the difference between the canopy-scale and leaf-level BERs for oil palm
isoprene emission.

27. p9 L3-4 - It would also be good to see how well 1990land_base and 1990land_1990atm
GPP compare with measured GPP

We amended the text to state (Page 14, Line 9): “Simulated global gross primary production
(GPP) for 2010 is 124 PgC y⁻¹ (simulation 2010land_base), which almost precisely matches an
estimate derived from flux-tower measurements that is representative of 1998–2005: 123 ± 8
PgC y⁻¹ (mean ± 1 standard deviation; Beer et al., 2010). The simulated 1990 global GPP of 108
PgC y⁻¹ (simulation 1990land_1990atm) is outside of the 1-standard-deviation range of the
observation-based mean, but falls within the 95% confidence interval (102–135 PgC y⁻¹; Beer et
al., 2010).”

The small change in GPP from 1990–2010 land cover change (2010land_base minus
1990land_base) is described later in the text, so providing the value for 1990land_base here
would be repetitive.

28. L5 - please define contemporary, because Table 5 in the Guenther paper contains
estimates from early 90s to around 2008. Again it would be useful to see the emissions
estimates for both 1990 and 2010 land cover and climates here.
The estimates from Guenther et al. (2012) Table 5 are from references that were published over the period 1995–2011. The table does not indicate the year represented by each estimate. However, the forcing datasets (e.g., those for “weather” and “LAI”) listed in the table for each of the estimates suggest that the estimates are from the contemporary (modern day) period as opposed to future projections or the pre-industrial era. We use these estimates to show that the global emissions of isoprene and monoterpenes that are simulated in our study are reasonable. We also compare our 2010 isoprene estimate to another estimate representative of the 1971–2000 mean.

We have expanded the text to include our 1990 estimates (Page 14, Line 15): “The model estimates for 1990 (325 TgC y⁻¹ isoprene and 90 TgC y⁻¹ monoterpenes for simulation 1990land_1990atm) and 2010 (363 TgC y⁻¹ isoprene and 77 TgC y⁻¹ monoterpenes for simulation 2010land_base) fall within these ranges. Using the same process-based, leaf-level isoprene production algorithm employed in ModelE2-YIBs, although driven with different forcing datasets, Hantson et al. (2017) predict contemporary isoprene emissions (385 TgC y⁻¹; 1971–2000 mean) that are 18% higher than those predicted here for 1990 and only 6% higher than those predicted here for 2010.”

29. L10-19 - Here and throughout, although the authors describe this as a study of how BVOC emissions changes have affected the region the manuscript is entirely dominated by consideration of isoprene. While this is understandable given that total regional isoprene emissions are more than 5x those of monoterpenes I think the paper would benefit from more consideration of monoterpane emissions and impacts as monoterpenes and isoprene have different effects on atmospheric composition and chemistry. I suggest the authors also pay careful consideration to their use of the catch-all BVOC as this study appears only to include isoprene and monoterpenes.

See response to Point (5). We will continue with the use of “BVOC” to describe isoprene and monoterpenes. There is a growing body of literature on the impacts of isoprene and monoterpenes on regional and global radiation budgets and short-lived climate forcers (e.g., Heald and Geddes, 2016; Hollaway et al., 2017; Scott et al., 2017, 2018; Unger, 2014a,b). To our knowledge, there is no current published evidence that any other BVOC species have statistically significant large-scale global and regional radiative effects. Because of their extremely short-lifetimes, it is likely that other highly reactive emitted compounds have much more localized impacts.

References:


30. L16-18 - Similarly to the previous comment, rubber plantations don’t make such a strong contribution to total BVOC emissions (e.g. compared to shrubs). However they do appear to dominate the monoterpane budget and might therefore have a strong role in SOA formation rate and yield. I suggest re-phrasing this sentence to make this distinction clearer.

This is a good point, and we have re-phrased the sentence (Page 15, Line 3): “The strong contributions made by rubber and oil palm plantations to the regional monoterpane and isoprene budgets, respectively, underscore the importance of explicitly accounting for these land covers in regional land use and land cover change analyses.”

31. L20-21 - but as previously noted by the authors, their assumptions in assigning land cover has likely led to an underestimation of deforestation. Please could the authors make some attempt to quantify the uncertainty in the changes in GPP. In addition to the method applied to fill data gaps and the non-inclusion of changes in LAI due to disturbance, the authors have used 2010 climatology in both cases which will affect the estimated GPP. I am assuming that the figure quoted here is based on difference between the two base simulations.

We purposefully apply the 2010 physical climate state in order to isolate the impacts of the human-induced land cover change only on global radiative forcing by ozone and SOA. For example, the physical climate changes themselves between 1990 and 2010 induce changes in ozone and SOA forcing.
32. L25-26 - This could perhaps be better phrased as the loss of dipterocarp forest is due to its replacement by another land cover; as this is often oil palm so overall isoprene emissions go up.

We keep the original phrase that is focusing on the changes in dipterocarp forest alone and useful to quantify (Page 15, Line 12): “The large loss of dipterocarp rainforest had little impact on isoprene emissions (-0.1 TgC y^-1), as this PFT is a weak isoprene emitter.”

33. L31 - I think the authors mean “Considering only the grid-cells that are majority . . .” as they then go on to give surface O3 concentrations in 2 sub-regions rather than ALL of the study area.

Fixed.

34. p10 L3-5 - These measurements would seem to support the low ozone concentrations simulated by the model over Malaysian Borneo; however I am not sure they provide evidence of ozone concentrations over ALL forested areas in the region particularly as the authors are comparing annual mean concentrations with measurements made for one particular (short) period.

Good point. However, we only have measurements for Malaysian Borneo, so we use them as a proxy for the forested parts of the entire region.

And related to this, are the authors intending to imply that they simulate much higher levels of ozone over the non-forested areas in the region? In which case, what are the average ozone concentrations for e.g. peninsular Malaysia which is far more industrialised? i.e. it is likely the case for many of the included grid cells that the proportion of the grid cell not occupied by forest in Borneo and New Guinea is ocean, whereas in peninsular Malaysia, etc many more will contain urban / industrial areas with higher NOx emissions.

Yes, this is clearly visible in Figure S4.

35. L7-8 - This would be a suitable place for the authors to emphasise the difference between the effects of monoterpenes vs isoprene, with isoprene oxidation more implicated in ozone production and loss rather than SOA formation.

We added this statement (Page 15, Line 27): “Isoprene oxidation is more implicated in ozone production and loss rather than SOA formation (whereas monoterpenes are more implicated in SOA formation).”

36. L8-9 - Please comment on the possible reasons for the observed enhancements over the ocean.
This explanation was originally provided later in the paper, but we have now moved it to this location.

37. L7-20 - The authors present and discuss only annual average surface concentrations. This masks seasonal changes in magnitude, sign and distribution. For example, Ashworth et al reported different patterns of ozone and SOA changes depending on wind direction between the two monsoon wind periods. And given the NOx-sensitivity of the region, the relative position of NOx and VOC sources can become even more important at different times depending on wind speed and direction. This is likely to become increasingly important as the region continues to industrialise and oil palm plantations continue to expand into areas that are currently urban / industrial rather than remote. Please discuss these limitations in the study.

The reviewer’s comments would be more relevant to a surface air quality study rather than a study focused on global radiative forcing. The global mean annual average radiative forcing metric is used because it is a linear predictor of global mean surface air temperature response at steady state. Therefore, we focus on annual average analyses in this study (e.g. IPCC AR5, Myhre et al., 2013). Global and regional radiative forcing effects of perturbations to short-lived precursor emissions are typically reported on an annual-mean basis. The paper is already getting rather too long and therefore we do not include seasonal surface changes in the manuscript.

The PhD thesis “Forcings and feedbacks in the climate system: The role of reactive compounds in the atmosphere, Yale University, K. L. Harper, 2018” reports seasonal changes: “Surface ozone reductions are simulated over Peninsular Malaysia, Sumatra, and Borneo in all seasons for ΔLC (Figure 3.12). The changes in circulation and precipitation associated with the boreal winter (DJF) and boreal summer (JJA) monsoons are the likely sources of the small seasonal variations in the distribution of the surface ozone changes. The location of peak ozone enhancement over the marine environment shifts from west of Sumatra (in DJF and MAM) to north of Borneo (in JJA). Negligible changes are simulated over New Guinea in all seasons.”
38. L16-19 - What is the resolution of the NOx emissions input? As previously noted I do have concerns over the capability of the model to resolve the heterogeneity of this region and Hewitt et al. 2010 demonstrated the sensitivity of the atmospheric chemistry in this region to NOx levels over a range of BVOC emissions

The emissions input resolution corresponds to the global model resolution. See response to Point (23). Hewitt et al. (2010) used a box model. We have reservations about using a box model to simulate regional ozone air quality changes. Box models are appropriate tools to use to understand reactive radicals unaffected by transport processes and can be assumed to be in steady state in the atmosphere. Ozone has a relatively long lifetime and is strongly determined by transport and physical processes in the atmosphere. Using a box model designed to understand radical reaction pathways and kinetics to project changes in regional ozone surface air quality is just plain wrong. One may obtain some insights into key reaction pathways and important chemical species, but the projected changes in ozone concentrations aren’t particularly useful in the absence of atmospheric physics and transport.

39. L28 - Please re-phrase; “inflated” sounds as if the authors applied an arbitrary increase whereas in both cases the scenarios in which NOx emissions were increased were based on the differences observed between forest and plantation.

We have re-phrased this sentence (Page 16, Line 16): “Both studies found that increasing the NO\textsubscript{X} emissions in the region of land conversion (to account for enhanced fertilizer application and industrial processing of the oil palm) enhanced surface ozone concentrations (Ashworth et al., 2012; Warwick et al., 2013).”

Our extended introduction (which is detailed in our response to comment 1 for reviewer #3) also mentions the reason for the enhanced NO\textsubscript{X} emissions in these studies.
As a point of clarification, the increased NO\textsubscript{X} emissions in the Warwick et al. (2013) and Ashworth et al. (2012) studies were not entirely based on the observed differences between forest and plantation. In both studies, they increase NO\textsubscript{X} emissions to represent increased fertilizer application of the oil palm (it appears that this is based on the observations), but they also include emissions based on increased industrial processing and, in the case of the Warwick et al. (2013) study, transportation. The transportation and processing emissions are based on estimates of energy requirements for these activities. In the Warwick et al. (2013) study, in the simulation where they apply enhanced NO\textsubscript{X} emissions in the oil palm landscape, the applied NO\textsubscript{X} emissions are more than 3.5x those inferred by Hewitt et al. (2009) for the oil palm landscape (0.07 mg(N) m\textsuperscript{-2} h\textsuperscript{-1} in their simulation vs. 0.019 mg(N) m\textsuperscript{-2} h\textsuperscript{-1} from the Hewitt et al. (2009) study). Hewitt et al. (2009) inferred fluxes for the forest landscape of 0.009 mg(N) m\textsuperscript{-2} h\textsuperscript{-1}, indicating that the NO\textsubscript{X} fluxes were only about 2x as high for oil palm relative to forest. Warwick et al. (2013) apply a factor of 7 increase in NO\textsubscript{X} emissions relative to their baseline case.

40. L34 - A likely key difference between the work of Silva and that presented here is that Silva applied the GEOS-Chem model at a resolution of 0.5deg x 0.667deg, a far more appropriate resolution for this highly complex region.

Perhaps more appropriate if the goal is to quantify regional surface air quality impacts associated with regional oil palm expansion. Again, that is not our goal here. Our study is not a regional air quality study, rather, we quantify the global radiative perturbation associated with atmospheric composition changes. As such, we apply a model with the typical resolution used by IPCC CMIP6 and HTAP for studying the global radiative impacts of regional perturbations to the short-lived precursor emissions. See response to point (8). The reviewer may consider that simply increasing horizontal resolution without changing the model’s sub-grid parameterizations, processes and mechanisms does not imply an improvement in simulation accuracy. The reviewer seems to assume an automatic increase in accuracy. It depends on the linearity of the processes and impacts involved. For example, in the NOx-limited regime, ozone production has a linear dependence on NOx concentrations (Introduction to Atmospheric Chemistry, Daniel J. Jacob). Therefore, the coarse resolution grid is simply an average of the higher resolution version. Certainly, increased resolution does give more output information because the grid cell numbers have increased and that is important for regional air quality applications. GEOS-Chem is an excellent model to study regional air quality and large-scale composition changes at all the horizontal resolutions at which is it available.

Reference:

41. p11 L1-3 - But how does deposition change in YIBs which unlike GEOS-Chem couples the atmosphere to a process-based parameterisation of stomatal conductance? Otherwise I’m not sure what point the authors are trying to make here
We have updated this description (Page 16, Line 25): “The simulated changes in atmospheric composition might be a response not only to altered isoprene and monoterpenes emissions, but also to changes in the deposition of atmospheric species induced by changes in leaf density (Wong et al., 2018) or related changes, such as surface roughness, stomatal conductance, and evapotranspiration, that are affected by the applied changes in land cover distribution. Here, the relative changes in regional ozone deposition rates (-19.7 to +4.3%) are similar to the relative changes in regional surface-level ozone concentrations (-18.3 to +4.3%) from 1990–2010 regional land cover change, in part because the ozone deposition rate depends on the atmospheric concentration change. While increased isoprene emission leading to increased isoprene ozonolysis drives ozone losses near the surface, a formal quantitative attribution analysis disentangling the relative roles of emission and deposition changes requires further complex sensitivity simulations that are beyond the scope of this analysis. In their analysis of Southeast Asian oil palm expansion, Silva et al. (2016) used sensitivity studies to determine that the induced BVOC emission changes, rather than altered deposition rates from LAI changes, were almost exclusively responsible for the simulated surface ozone changes.”

The sentences are simply describing that isoprene oxidation under low NOx conditions leads to ozone loss (by direct reaction). That is the dominant effect determining the ozone reductions near the surface in the large-scale models.

Added reference:


(42) Figure 1 - Please add a panel showing clearly where the changes in land cover were made. In the SI the figures imply that the changes were made only to the islands of SE Asia; here panel (a) shows a wider SE Asia than this. I suggest it would be useful for the authors to add a bounding box in each of (a) to (c) to show where the LCC occurred. I also suggest that panels should be added to show typical absolute concentrations (perhaps best done with 2010 base) of O3, SOA, isoprene and monoterpenes emissions and changes in these emissions.

Figure S2 (previously known as Figure S1) shows clearly where the land cover changes were made (also see new Figure S1). We also describe in the text (Page 8, Line 14) that the land cover classification that is applied encompasses Papua New Guinea, Malaysia (Peninsular Malaysia, Sabah, and Sarawak), and three regions of Indonesia (Kalimantan, Papua, and Sumatra). In Figure 1, we show a wider region than this because we are interested in the surface ozone changes in the broader region of Southeast Asia (i.e., not only where the land cover changes occur).
In the Supplement, we show a number of plots for the 2010 base case, including Figure S3 and Figure S4. We reference these plots at relevant places in the text.

43. P12 L3–5 These 2 sentences appear to be saying the same thing; are both needed?

We agree that these two sentences are closely related, but we have retained both as they are describing slightly different things and refer to different panels of Figure 1: (1) the change in the horizontal distribution of ozone with decreasing atmospheric pressure (Figure 1c) and (2) the change in the global-mean ozone enhancement with decreasing pressure (Figure 1d).

44. L5-6 - Please state the heights/pressures being used define upper and lower troposphere; as evident from Figure 1 (d) the reported average changes in ozone will be critically dependent on this boundary.

We have added this information to this sentence (Page 18, Line 9): “Considering the troposphere, the global-mean ozone enhancement from regional land cover change is on the order of 0.5 ppbv in the upper troposphere (e.g., at 237 hPa), compared to < 0.1 ppbv in the lower troposphere (at pressures > 875 hPa).”

45. L6-7 - This seems somewhat negligible (?)

Yes.

46. L19-21 - Would suggest that the authors re-order this sentence to aid readability; the previous sentence considered isoprene so would be more logical to start with isoprene here: e.g. “When transport-driven isoprene . . .”

Fixed.

47. L26 - “-5N”? Please use “5S” for consistency with Figure 2.

Fixed.

48. L28 - Wolfe et al seems an odd choice of primary reference for the formation of HCHO from isoprene as HCHO columns have been used as a proxy since Palmer et al. 2001, 2006 and several authors since (including Palmer et al 2003) have considered the relative contributions of other VOCs to HCHO which seems of real relevance here as this study considers monoterpenes as well as isoprene, although as previously commented the text seems rather skewed toward isoprene.
We disagree. We prefer to keep the Wolfe et al. (2016) reference here because it is an important and insightful analysis based on USA field measurement data characterizing the HCHO-isoprene relationship under different NOx. There is no need to start talking about satellite HCHO columns as a proxy for isoprene emission here at this point in the paper; it would be a distraction. However, a really interesting future study could examine long-term changes in HCHO columns in the MSEA region along with satellite NOx.

49. p13 Figure 2 - Why are monoterpenes and SOA not included here? As previously noted, monoterpane emission changes and atmospheric composition impacts are barely covered.

Please see response to point (5) above. In the revised manuscript we discuss the monoterpenes and SOA more upfront in the manuscript.

We discuss the land-cover-change-driven monoterpane emissions changes in Sect. 3.1, and these are plotted in Figure S3. Regional changes in surface SOA are plotted in Figure S6.

We now state the change in the global SOA burden (Page 20, Line 32): “The global ozone perturbation induced a positive forcing of +9.2 \pm 0.7 \text{ mW m}^{-2}, offset only slightly by a negative forcing \((-0.8 \pm 0.1 \text{ mW m}^{-2})\) induced by a 1.4% enhancement (+6.5 Gg) in the global burden of largely reflective SOA particles. (The regional change in SOA is plotted in Figure S6.)”

The simulated global annual-mean burden of biogenic SOA is 0.46 Tg in the 2010 base simulation (2010land_base). A recent study using the UKCA model calculates the annual-mean SOA burden, considering isoprene and monoterpane precursors, as 0.41 Tg (Kelly et al., ACP 2018). In the MSEA region (here, the region shown in Figure 1a), the maximum surface SOA concentration in 4.1 \text{ µg m}^{-3}, occurring over central Sumatra, with most grid cells showing concentrations of < 2 \text{ µg m}^{-3}. Previous global model simulations have reported SOA concentrations of the same order of magnitude in this region (Hoyle et al., 2007; Yu, 2011). Yu (2011) simulated regional SOA concentrations of < 2 \text{ µg m}^{-3}, similar to the results of the 2010land_base simulation.

References:


50. L10-11 - but atmospheric concentrations of CO are of the order of 60-120 so this is a small relative change.

Yes.

51. L17-19 - Previously the authors have strongly made the case that this region is low-NOx. What is the yield of alkyl nitrates in ModelE2-YIBs from BVOC oxidation under low-NOx conditions as this seems more pertinent than commenting on yields in high-NOx environments?

Fixed. This is a typo error. We have modified the sentence to: “In OH-initiated oxidation of isoprene in the presence of NOx,...”

52. p14 L8-9 - Although there is a clear mis-match between the spatial distribution of the enhancement in nitrates and reduction in NOx concentrations. And in particular, the formation of alkyl nitrates appears particularly increased at the surface where no change in NOx is evident. Could the authors comment on the reason for this?

We decided to show changes in concentrations in this plot in recognizable commonly used units, rather than fractional percentage changes. There are large differences in absolute concentrations between the different species in this plot. The NOx does decrease near the surface corresponding the isoprene-induced alkyl nitrate formation, but it does not show up on the plot because the absolute changes are so small on this color bar (relative to the changes in the upper troposphere).

53. L11-15 - However, unless the authors have incorporated the “new” isoprene oxidation pathways under low-NOx conditions in the chemistry mechanism (in which case this needs to be made clear in the model description section) this is more a model artefact reflecting the atmospheric chemistry community’s understanding of HOx chemistry in 1999. Please clarify the isoprene oxidation scheme in ModelE2-YIBs. Is it really still CBM-4?

Defunct. No, it is not. Please see comment in top of document at response to point (9).

54. L18-19 - Again the issue of BVOC or isoprene or isoprene+monoterpenes; which is being considered here?

We altered about 20 places in the text where we previously used the term “BVOCs,” now providing more specificity regarding which BVOCs are considered in the statements.
55. L22-23 - Please justify why the model is being driven with a single (repeated) year of meteorology. While it is useful to know the uncertainties associated with internal model variability it would be of far more use to know how inter-annual variability in climate / meteorology affects the radiative forcings calculated here as ultimately what is of real interest is how future LCC in the region might play out.

addressed in point (20).

56. L23-24 - Now we come back to one of my chief concerns with the manuscript itself. This is now the first mention of aerosol changes. Although the abstract and introduction mentioned SOA as well as ozone the changes in SOA were not presented or discussed anywhere in the results section. If the authors wish to include the effects of aerosol on radiative forcing it is essential that the changes in tropospheric aerosol concentrations are introduced and discussed prior to this; likewise monoterpenes. Is the authors’ reluctance to fully consider monoterpenes and SOA due to deficiencies in the chemistry mechanism and/or gas-to-particle partitioning in the ModelE2-YIBs model?

Defunct. Please see responses to point (5) and point (49). No, the initial “reluctance” to devote large sections of text in the manuscript is because the regional monoterpane emissions change and global radiative impacts from SOA are tiny, especially compared to the isoprene and ozone changes. Furthermore, as the reviewer states, understanding of SOA production mechanisms is rapidly changing and associated with large uncertainties. The global SOA modeling community has concerns about the validity of the 2-product scheme (e.g., Tsigaridis et al., 2014). Many recently published global SOA model studies in the high impact magazines use fixed yield approaches to SOA production (i.e., the original 1990s approach), for example: Rap et al., Nature Geoscience, 2018; Scott et al., Faraday Discussions, 2017; Scott et al., Nature Geoscience, 2017; Scott et al., Nature Communications, 2018. To address this issue, we have added a new uncertainty analysis in the Conclusions section based on fixed yields for SOA (Page 25, Line 10): “Our study has several limitations. The radiative forcing results are likely sensitive to the isoprene chemical mechanism, SOA production scheme, and convective transport and atmospheric transport schemes in the model. For example, this study applies the two-product scheme for SOA production (Tsigaridis and Kanakidou, 2007), but the appropriateness of using such schemes in global models is still under debate (e.g., Tsigaridis et al., 2014). Many recent global SOA model studies use fixed SOA yields for calculating SOA production from isoprene and monoterpane oxidation (e.g., Rap et al., 2018; Scott et al., 2017, 2018). For the ∆LC analysis, the global-mean SOA radiative forcing per unit of SOA burden change is -115 mW m⁻² Tg⁻¹. This value is largely consistent across the sensitivity analyses, ranging from -112 mW m⁻² Tg⁻¹ to -119 mW m⁻² Tg⁻¹. This metric can be used to estimate the SOA radiative forcing induced by the simulated isoprene and monoterpane emission changes under the assumption of fixed SOA yields. Assuming fixed SOA yields of 10% from the simulated monoterpane emission changes (e.g., Tsigaridis et al., 2014) and 1% from the simulated isoprene emission changes (lower end of range suggested by Kroll et al., 2005), in conjunction with the SOA forcing per burden metric, results in an SOA forcing of -2.5 mW m⁻² from 1990–2010 land cover change.
The SOA radiative forcing based on fixed SOA yields is more than three times stronger than, but of the same sign as, the SOA radiative forcing calculated by the global model; in both cases, the SOA radiative forcing is negligible and partially offsets the positive forcing from ozone. For the ∆LC analysis, the cumulative radiative forcing, considering impacts of both ozone and SOA changes, is 8.4 mW m⁻² computed by the model and 6.7 mW m⁻² computed using the simulated ozone forcing plus the SOA forcing computed here using fixed SOA yields. That is, using fixed SOA yields, the total radiative forcing would be slightly smaller in magnitude than, but the same sign as, the forcing simulated by the model. Several recent studies have applied slightly larger SOA yields: +14.3% from monoterpenes and +3.3% from isoprene (by mass; Rap et al., 2018; Scott et al., 2017, 2018). Using these larger SOA yields for the ∆LC analysis results in an SOA forcing of -19.4 mW m⁻² and a total radiative forcing, taking into account the ozone forcing, of -10.2 mW m⁻², which is the opposite sign of that simulated by the model (+8.4 mW m⁻²). This analysis indicates that uncertainty associated with biogenic SOA yields from isoprene and monoterpane oxidation has a strong influence on the quantified forcing.

We then added to the abstract (Page 1, Line 18): “The sign of the net forcing is sensitive to uncertainty in the SOA yield from BVOCs.”

References:


57. L27-30 - Given the levels of uncertainty in calculations of radiative forcing, and the limitations previously identified with this study, it is hard to see a net forcing of 0.008 Wm-2 as globally significant. The more substantial (but highly localised changes over the Indian Ocean) could be of real interest in terms of how they affect the Indian monsoon which has seen significant changes in recent years, but this is not explored by the authors. Again, however, these are temporally “averaged” results whereas the “interesting” effects are likely to be temporally as well as spatially localised. This would be another extremely interesting avenue to explore. Do the changes peak at times and locations when small changes in climate-relevant atmospheric components matter?

The reviewer misuses the term “significant” above. We do provide uncertainty estimate for the net global climate impact (+8.4 ± 0.7 mW m²). We have rebutted the reviewer’s previous concerns and misunderstandings (please see all comments above). We agree with the reviewer that the global ozone radiative forcing from the oil palm expansion in MSEA is small. That is the main finding of this study and stated several times in the Conclusions section. We did not know before we launched the experiments what would be the final results.

In the Conclusions section we have added (Page24, Line 17): “For comparison, the global ozone forcing driven by the 1990–2010 land cover change in MSEA is at the low end of the range of estimates for ozone forcing from global anthropogenic emission source sectors in year 2000 (+5 to +80 mW m²): for example, industry = +15 mW m²; household biofuel +28 mW m²; road transport = +50 mW m²; power = +53 mW m²; biomass burning +71 mW m² (Fuglestvedt et al., 2008; Unger et al., 2010). A multi-model study found that 20% reductions in NMVOCs (about 2–4 TgC y⁻¹) in four large world regions (North America, East Asia, Europe, and South Asia) in 2001 led to global ozone forcings around -1 mW m² (Fry et al., 2012).”
The review raises some interesting new ideas about the regional radiative impacts. Regional forcing and regional climate response are not correlated. Regional climate change is not well understood, and the regional climate response to regional aerosol emissions is currently model-dependent. Examining the regional climatic response to regionalized forcing over the Indian Ocean would require at least a full-time PhD project, and also coordinated experiments in several fully coupled global climate model runs to assess the robustness of the responses. Our study provides a quantitative spatial map of the annual-mean ozone forcing due to 1990–2010 maritime Southeast Asian land cover change (Figure 3).

Reference:


58. p16 L1-2 - See previous comments regarding monoterpene and SOA results and discussions. But interesting to note that O3 and SOA forcings seem to scale, presumably also with isoprene emissions changes. But this comes back to my previous questions regarding the fitness of the chemistry mechanism for the conditions encountered in this region and the ability of the model to capture the heterogeneity of land and chemical climatology given its coarse resolution.

See responses to comments (8) and (9). Please see response to points (5), (49), (55). Comment is now defunct. The climate policy metrics (ozone global radiative forcing per Mha oil palm conversion in tropics) are an innovation of this study. For example, they can be used to assess quickly the global climate impacts of future projections in land cover change and scenarios in the tropics.

59. L16-18 - See previous questions and comments regarding inter-annual variability; as noted by the authors in L10-12 the isoprene flux is critically dependent on meteorology and so presumably the impact on radiative forcing would be similarly sensitive.

Please see response to point (20).
60. L20-32 - I do not understand why the authors chose a x12 enhancement in isoprene emission factor from the dipterocarp forest given the x3 enhancement observed during in-situ measurements. Further, given the incredibly low isoprene emissions from these forests relative to both other natural tropical ecosystems and oil palm plantations why there was a need for this sensitivity test. Monoterpene emissions are relatively strong from dipterocarp forests so I would have expected to see a sensitivity test involving increased monoterpene emission rates instead. Perhaps the authors could comment on why this was not done?

The sensitivity test reflects the difference between the observed leaf-level isoprene BER for dipterocarp forest tree species and the leaf-level isoprene BER used for the standard tropical forest PFT in YIBs. The analysis is designed to test the sensitivity of the forcing to uncertainty in the assigned forest isoprene BER. Other studies have also shown that the standard isoprene emission capacity in MEGAN for Southeast Asian forests was likely overestimated (e.g., Stavrakou et al., 2014).

61. p17 L2-4 - However, this forest loss is likely to have affected monoterpene emissions more substantially, coming back to my previous questions regarding the importance of monoterpene and SOA contributions to the LCC-induced radiative forcing in the region and whether this is well captured in the model used.

We have extended our analysis of uncertainty in the SOA formation scheme by adding new analysis in the Conclusions, as described in point (56).

62. L6-9 - Here and in many other sections of the discussion section I feel that the authors have lost objectivity and are attempting to over-emphasise aspects of their results to fit a particular narrative. The study covers a 20-year period. If the annual changes were constant you would expect to see 75% of the forcing associated with 1990-2005; 69% is not so far from that. As the authors have only broken the 20-year period down in one way rather than into 5-year blocks throughout they do not have sufficient evidence that the 5-year period from 2005-2010 is worse than every other 5-year period which would be needed to support the statement that the forcing is “rapidly increasing”.

We retained this sentence (Page 23, Line 6): “The total forcing associated with 1990–2005 land cover change (ΔLC-2005) is 69% of the forcing associated with 1990–2010 land cover change (ΔLC), indicating that 31% of the total 1990–2010 forcing is associated with land cover change that occurred over the short 2005–2010 period.”

We removed this sentence: “This sensitivity study demonstrates that the climate forcing associated with regional land cover change is rapidly increasing.”

63. L19-22 - Presumably this underestimation is likely to affect both the 1990 and 2010 land cover maps. Have the authors attempted to find out from other sources (e.g. FOA, Malaysian Oil Palm Board, Round Table for Sustainable Palm Oil) whether the proportion of smallholder
plantings to industrial plantations has remained constant during the rapid expansion of the oil palm industry or whether the number of smallholder plantings has remained closer to the 1990 figures?

The underestimation affects both the 1990 and 2010 oil palm areal cover. We apply the 40% figure for underestimation to all regions for both 1990 and 2010; that is, we estimate that the oil palm areal cover in our land cover dataset (derived from the Gunarso et al. (2013) dataset) accounts for 60% of the total on-the-ground areal cover in Indonesia, Malaysia, and Papua New Guinea in both 1990 and 2010. As far as we can tell, estimates for 1990 in Malaysia are not readily available; however, the Malaysian Palm Oil Board (MPOB) reports this figure as about 40% for 2004 (Vermeulen and Goad, 2006, citing MPOB) and about 40% for 2014–2016 (MPOB). The Indonesian Ministry of Agriculture reports this figure as 26% for 1990 and 40% for 2010 (Indonesian Ministry of Agriculture, 2017).

Application of the 26% smallholder figure for Indonesia in 1990 (in place of the 40% figure) does not change the estimated forcing that takes into account the smallholder area (+16 mW m$^{-2}$). The ozone forcing estimate that includes the smallholder area is insensitive to small changes in the smallholder fraction (i.e., 26% or 40%) because Indonesian oil palm cover in 1990 was only about 1.3 Mha. It is unknown what proportion of the smallholder area (both schemed and independent) is included in the oil palm areal cover classified by the Gunarso et al. (2013) methodology. Thus, we consider this estimate to be an upper bound on the ozone forcing (Page 23, Line 30).

We have updated the manuscript to reflect these additional references (Page X, Line X): “Estimates suggest that around 40% of Indonesian oil palm area in 2010 (and 26% in 1990) was associated with smallholders, in contrast to state-owned or private companies (Indonesian Ministry of Agriculture, 2017; Lee et al., 2014). In Malaysia, the smallholder estimate is likewise around 40% (Vermeulen and Goad, 2006, citing the Malaysian Palm Oil Board).”

References:


64. L26 - Can the authors clarify what they mean by “extrapolating the smallholder estimate”? Do they mean they assume that 40% of reported oil palm area across the whole of SE Asia and through the entire time period represents smallholdings? So they assume that the area they have taken from Gunarso represents only 60% of the actual extent of oil palm cultivation? See above regarding justification of this assumption.

Also see response to point (63).

We updated the text (Page 23, Line 26): “Taking into account the smallholder estimates for Indonesia and Malaysia, the total regional expansion of oil palm cover for 1990–2010 increases to +16 Mha, which is considered to be an upper bound.”

65. -34 - To what extent is this insensitivity the result of the coarse resolution and outdated chemistry scheme?

Defunct comment. See responses to points (8) and (9) above and comments at top of document.

66. p18 L5-10 - Please explain why an increase in surface ozone concentrations could not be concomitant with increases in upper tropospheric ozone?

We have removed this sentence that was badly phrased. We were originally trying to emphasize that increases in ozone near the Earth’s surface do not exert appreciable longwave forcing but we agree the original sentence does not read well and is not scientifically nuanced enough.

67. L11-12 - Please could the authors attempt to list some of the uncertainties not considered by the sensitivity tests that might be expected to be substantial?

Yes. Actually, we did already highlight uncertainties in chemistry (Page 8, Line 6): “Future work would benefit from an exploration of the impact on radiative forcing induced through application of different mechanisms of (1) isoprene photooxidation and (2) SOA formation (e.g., Surratt et al., 2010; Zhang et al., 2018).” The expanded preceding paragraph, moved to the Methodology Sect. 2.1 from the Conclusions Sect. 4, further discusses these uncertainties. We have additionally added to the Conclusions section a discussion of the uncertainty in the SOA forcing associated with the SOA production scheme applied (Page 25, Line 10; and included in response to point (56).
68. L21-22 - The authors have just stated that their best estimate is +8.4; that is therefore the figure that should be quoted here, in which case we are looking at 3.5x.

The reviewer is wrong and splitting hairs. The IPCC AR5 did not quantify SOA changes from NMVOC emissions. The IPCC AR5 does quantify ozone radiative forcing from NMVOC changes. Therefore, we compare the ozone forcing response from historical anthropogenic VOC changes as reported by IPCC AR5 (+30 mW m\(^{-2}\); Myhre et al., 2013) to the global ozone radiative forcing from this present study (+9.2 mW m\(^{-2}\)). We posit that this is a useful ballpark comparison to put the global impacts into context for our readers especially those from the short-lived climate forcer and global chemistry–climate modeling communities.

69. L27 - As highlighted previously, the authors are over-emphasising the magnitude and implications of their findings. Using 8.4 suggests a figure of 11.5 rather than 12.7 mW m\(^{-2}\).

The reviewer’s comment is absurd. The actual sentence states: “regional oil palm expansion over the modern era is responsible for a global-mean forcing of +12.7 mW m\(^{-2}\) from induced ozone changes.” The calculation is for the ozone changes only and this cannot be more clearly stated than it is. Therefore, the calculation is based on the ozone forcing (+9.2 mW m\(^{-2}\)). All this said, the tiny difference between 11.5 mW m\(^{-2}\) and 12.7 mW m\(^{-2}\) does not in any way support the reviewer’s false claim of us “over-emphasising the magnitude and implications of their findings.”

70. L28-31 - It would have been of real interest if the authors had looked at future projections rather than confining the study to historical LCC and radiative forcing.

We agree that future projections are very interesting for follow-up studies. Does the reviewer mean that examining a real world case study of a large human-induced land cover change and isoprene emission perturbation that is known to have occurred in the system over the past 20 years is not interesting? We hope not. “To understand the present one must also know the past,” Sir Peter Crane. In addition, we have provided climate policy metrics that can be used to assess quickly the impacts of future projections.

71. p19 L1-2 - Just out of curiosity, how much more uncertainty is associated with isoprene BERs from oil palm in comparison with isoprene emissions from other tropical species / ecosystems OR monoterpene BERs from rubber palms which the authors earlier highlight as important factors in the changes in BVOC emissions in the region.

We do not have access to the necessary sensitivity simulations to provide a quantitative answer.

72. L10-19 - Equally, many previous studies (e.g. Grate et al 2007) have shown strong apparent seasonality in BERs that are not adequately accounted for by consideration of leaf
age. Inclusion of seasonally varying BERs might also be argued as improving the estimated radiative forcing in this study.

We have included this sentence in this paragraph (Page 26, Line 1): “Seasonal variation in isoprene BERs has been observed for some tree species (e.g., Geron et al., 2000).”

Reference:

73. L18-19 - The isoprene vs BVOC issue again. Presumably given the focus of the paragraph to this point the authors are referring to the isoprene BER in YIBs.

Fixed. Also see point (54).

74. L18-19 - And again, the issue of misrepresentation. In the title and throughout the manuscript the authors refer to BVOC emissions and emission changes yet YIBs includes only a very limited number of BVOCs, and here the authors have only altered isoprene and monoterpene BERs. I suggest that the authors remove the term BVOCs from the title and discussions as it is not an accurate reflection of the study performed. Likewise the authors need to devote far more attention to the changes in monoterpines and SOA throughout the main text.

Defunct. Please see e.g. response to point (5). We retain “BVOCs” in the title as we study isoprene and monoterpene changes that are the major BVOC emissions emitted with the most important large-scale radiative effects. In about 20 instances in the text, we have updated the text to replace the term “BVOC” with more explicit descriptions of which BVOCs (isoprene and/or monoterpines) are being discussed.

75. L21-34 - This discussion of OH recycling in the conclusions section is disturbing on a number of counts. (1) This is the first and only discussion of the apparent limitations of the chemical mechanism in ModelE2-YIBs, as previously commented above. Can the authors please describe exactly what BVOC oxidation chemistry is included in the “based on Carbon Bond Mechanism-4” scheme? As previously noted, CBM-4 was developed for high NOx anthropogenic VOC-rich urban environments and such schemes have been found to inadequately capture observed concentrations / chemistry / oxidation products in low-NOx high BVOC environments such as those in SE Asia. (2) The field of isoprene oxidation chemistry has moved on considerably since the sensitivity studies employing crude “OH-recycling” schemes referenced here with new pathways identified leading to the regeneration of HOx in low-NOx environments. (3) While surface ozone concentrations might be only negligibly affected the authors have repeatedly argued elsewhere that these are not the changes that are significant in terms of radiative forcing. (4) The new understanding of
isoprene chemistry gained in trying to reconcile the apparent differences between modeled and observed gas-phase chemistry has also identified mechanisms driving high yields of isoprene-derived SOA via MACR oxidation. The points made in this paragraph bring into question the validity of the modeled changes in ozone and SOA presented here. It also raises questions regarding the monoterpene oxidation scheme and gas-to-particle phase partitioning included.

Comment now defunct. We moved the paragraph about uncertainties in isoprene chemical mechanism into the Methods Section 2.1 (Page 7, Line 21). We have modified this paragraph to provide a more balanced assessment of these uncertainties. The mechanism is not CBM04. Please see comments at top of document and response to point (9). In this modified paragraph, we have added more analysis and discussion on the SOA uncertainty. As described in point (56), we have added a new paragraph in the Conclusions Sect. 4 discussing uncertainty related to the SOA formation scheme in the model (Page 25, Line 10).

Likewise, the fact that surface ozone air quality and ozone radiative forcing responses to small changes in precursor emission changes (including NMVOCs) are being simulated at 1–2° latitude/longitude spatial resolution using highly simplified parameterizations raises important questions about the level of chemical mechanism detail required to simulate ozone (Turnock et al., ACP, 2018; Wild et al., ACP, 2012), especially considering that the parameterizations were developed using a large number of global models all featuring very different levels of complexity in anthropogenic VOC and BVOC representation and photooxidation mechanism.

References:


76. p20 L1-2 - Actually this should have been included in this work as the chemistry seems to be a critical source of uncertainty that has not been adequately considered.

Formally assessing the sensitivity to different chemical mechanisms is beyond the scope of this work. A multi-model assessment of short-lived climate forcer responses to modern human land cover change (biofuel, afforestation, etc.) would be a really interesting future study.
77. L8-9 - Concluding with the absolute maximum single pixel increase is not scientifically balanced. Please maintain objectivity rather than cherry-picking the results to fit a particular narrative.

Please check your own biases and read carefully the Obligations for Referees and Code of Conduct for Copernicus Journals before agreeing to reviewer assignments (https://publications.copernicus.org/for_reviewers/obligations_for_referees.html).

We disagree with the reviewer’s comment. We start and end the Conclusions section by describing how the global forcing from the short-lived climate forcers due to the 1990–2010 oil palm expansion is small. The full sentence is: “While the impact on global radiative forcing is small, the ozone radiative forcing exceeds +37 mW m⁻² in some localities” and it is not the final sentence of the Conclusions section. Since the Reviewer in point (57) has suggested themselves that the most “interesting” effects are likely to be temporally as well as spatially localized, we retain the sentence as is. We thought hard about how to explain the meaning of the global ozone and SOA radiative forcing quantitative results from the oil palm expansion and to put it into a meaningful context that readers may connect with. We state several times in the Conclusions section that the 1990–2010 impact is small.

In the Conclusions section, we have added (Page 24, Line 17): “For comparison, the global ozone forcing driven by the 1990–2010 land cover change in MSEA is at the low end of the range of estimates for ozone forcing from global anthropogenic emission source sectors in year 2000 (+5 to +80 mW m⁻²): for example, industry = +15 mW m⁻²; household biofuel +28 mW m⁻²; road transport = +50 mW m⁻²; power = +53 mW m⁻²; biomass burning = +71 mW m⁻² (Fuglestvedt et al., 2008; Unger et al., 2010). A multi-model study found that 20% reductions in NMVOCs (about 2-4 Tg C y⁻¹) in four large world regions (North America, East Asia, Europe, and South Asia) in 2001 led to global ozone forcings around -1mW m⁻² (Fry et al., 2012).”

“Small” and “large” are to some extent value judgments and not purely objective. It is our job to use mathematical modeling to provide quantitative values for Earth system and global change processes involving the short-lived climate forcers. 9 mW m⁻² or 37 mW m⁻² is small and even negligible compared to > 1800 mW m⁻² CO₂ global forcing. Is 9 (4–16) mW m⁻² from a regional BVOC injection due to recent human-induced land cover change in the tropics “small” compared to 30 mW m⁻² due to all anthropogenic VOC increases since the preindustrial; or 50 mW m⁻² due to global road transportation emissions? Social scientists are better equipped to answer this question. We offer a perspective on the sensitivity of the tropical atmosphere to human land cover change.
Responses to Reviewer #2

Harper and Unger present a study of the radiative forcing brought about via differences in isoprene emission under different land use configurations in the maritime Southeast Asia (MSEA) region. These land use changes comprise the move towards more oil palm plantations, which emit more biogenic volatile organic compounds than the native natural forests. The changes in isoprene emitted to the atmosphere as a result of the increased oil palm leads to changes in ozone. Of particular interest is that the Enhanced BVOCs caused bigger changes globally to ozone in the upper troposphere (0.6 ppb) than lower troposphere (>0.1 ppb), which would seem an important result. The novelty of this study is that the authors then go on to calculate the radiative forcing expected by these ozone changes, finding a small increase of +1 mW m$^{-2}$ Mha$^{-1}$.

This shows that impacts of land use changes in tropical regions, which are subject to stronger convective patterns that elsewhere, are very important.

My feeling is that this is a really nice idea, but the wrong tool has been used to carry out the study. The small changes in ozone seen at the top of the troposphere are probably lost in the noise of uncertainty of the chemical scheme chosen, and thus I question the impacts on radiative forcing.

The authors use the carbon bond 4 chemical mechanism to represent the oxidation of isoprene in the atmosphere. This scheme is very old and does not include some of the recent discoveries brought about via questioning the discrepancies between isoprene predicted by models, and observed mixing ratios. These particularly relate to additional OH recycling, which directly impact the influence of isoprene on O3 (eg Lelieveld et al., 2008; Peeters et al., 2009).

The authors do mention the uncertainty in the isoprene chemistry regarding increased oxidant cycling, right at the end of the paper in the conclusions, but I think there are other problems with this choice of chemistry scheme. High isoprene atmospheres, such as that found in this MSEA region, have caused more differences in chemical mechanisms than most others. Unfortunately, the carbon bond scheme has never fared well when tested alongside other chemistry schemes under similar isoprene rich atmospheres. I wonder why there has been no model development in the chemistry scheme in this work when the science behind this paper depends so highly upon it?

For example Knote et al (2015) tested two variants of the newer carbon bond 5 (CB05) scheme (neither of which contained updates to the isoprene chemistry) and found they “tended to be biased low in O3 under low NOx/high VOC conditions (e.g. biogenic emissions rich) as well as under very high NOx conditions. In general, the CB05 schemes produced ‘lower than average 8 hourly O3’ produced by other schemes. Mechanisms were ‘found to differ more strongly in their predictions of O3 levels and other pollutants in regions with strong biogenic VOC emissions’.
Archibald et al (2010) tested 8 chemical schemes in isoprene rich regions and found that the CB05 mechanism was ‘unable to generate/recycle HOx at the rates needed to match recently reported observations at locations characterized by low levels of NOx.’

An older study - Emmerson and Evans (2009) tested the carbon bond 4 scheme against 6 other schemes. However the carbon bond 4 results disagreed with the majority of the other schemes, in even the sign of the changes in ozone (e.g. loss instead of production - see figure 3 panel e). Differences (and thus uncertainty) of 14 ppb were found between the resulting ozone from the Master Chemical Mechanism and the carbon bond 4 scheme, which is 14 times more than the ~1 ppb of ozone changes found in Harper and Unger’s study at the top of the troposphere, and upon which the radiative forcing calculations are based.

Thus I don’t agree with the authors’ comment that no updates to the chemistry have occurred because of “its apparent inconsequence to the surface pollution impacts of regional land cover change”. I think if a different chemistry scheme had been implemented that the changes in ozone found by Harper and Unger as a result of including more oil palm plantations in the model would lead to more significant differences in the radiative forcing than found by their study.

I’d recommend updating the chemistry scheme. Perhaps even to include a sensitivity study with a more up to date representation of just the isoprene chemistry – particularly one that agrees with the sign of ozone changes driven by our current understanding. The chemical aspect of Harper and Unger’s work is my only criticism, which if rectified I would then recommend publication in ACP.

Thank you for the thoughtful comments and guidance. We confirm that the tropospheric chemical mechanism in GISS ModelE2 is not CBM04. Please see response at the top of this document at response to Reviewer #1 point (9). Certainly, we too would have major concerns about a study using CBM04 to quantify composition impacts of a large isoprene emission injection in the tropics. The revised manuscript now includes a more detailed and accurate description of the chemical mechanism.

We have removed this sentence: “its apparent inconsequence to the surface pollution impacts of regional land cover change.” We now provide a more balanced assessment of uncertainties due to isoprene oxidation chemistry, which we have moved to the methodology (Sect. 2.1) as advised in point (9) below. In our expanded assessment, we have included reference to the studies noted above (Archibald et al., 2010; Emmerson and Evans (2009); Knote et al. (2015)).

General comments

(1) A map figure would be good, showing the study area with the areal extent of regions growing oil palm in 1990 and where/how these regions have increased by 2010.
The original version of the manuscript includes Figure S1 in the Supplementary Information; this figure is now labeled Figure S2 in the updated manuscript. This figure shows, for each of eight land cover types (including oil palm), the regional change in land cover for (1) 1990–2005 and (2) 1990–2010. In the manuscript, we refer to this figure on Page 11, Line 16.

We have included a new figure (known as Figure S1 in the updated manuscript) that shows the areal extent of these same eight land cover types in year 1990. We have added the following sentence to the manuscript to point readers to this figure (Page 16, Line 14): “Figure S1 in the Supplement shows the regional land cover distribution for 1990.”

(2) Page 2 line 2. “Compared to natural forests oil palm plantations are much stronger emitters of BVOCs” Some numbers would be good here. How much stronger?

Updated text (additions in bold; Page 2, Line 11): “Above-canopy flux measurements taken in Borneo in 2008 indicate that, compared to the natural forests of maritime Southeast Asia (MSEA), oil palm plantations are much stronger emitters of the biogenic volatile organic compound (BVOC) isoprene \((\text{C}_5\text{H}_8)\), with mean midday fluxes about five times stronger from oil palm (Langford et al., 2010; Misztal et al., 2011).”

The factor difference may be even stronger if comparing the canopy-level BERs, but the values of the BERs can depend on the model parameterization applied (e.g., Misztal et al., 2011), so we use the above comparison instead.

(3) Page 2 line 20. Try placing the (Baker et al., 2005; Klinger et al., 2002) references at the end of sentence to avoid breaking the flow of the sentence up too much.

Fixed. (We introduce the high-monoterpene-emitting capacity of rubber trees earlier in the revised introduction.)

(4) Page 2 line 29. How is photolysis treated in the model?

We have provided an expanded description of photolysis in the manuscript (Page 5, Line 18): “Photolysis rate calculations follow the Fast-J2 scheme of Bian and Prather (2002). At each 30 minute time step, the simulated distributions of clouds, ozone, and aerosols are passed to the photolysis code, providing a mechanism for simulated changes in aerosols to impact atmospheric chemistry through modification of photolysis rates (Bian et al., 2003).”

We have added these references:


(5) Page 3 line 27. ‘the’ calculation

Fixed.

(6) Page 5 line 12. It is not clear where this LAI dataset has come from?

For the four new land cover types that have been added to ModelE2-YIBs for this study, the assigned LAI values are from published literature and are shown in Table 1 in the main text (this table was previously Table S2 in the Supplement), with the references noted in the footnotes of that table. To better point readers to this information, we have added the phrase (Page 9, Line 20) “including LAI and vegetation height” to the sentence in the manuscript that describes the information that can be found in Table 1; in this sentence, we additionally replace the phrase “BVOC emissions” with the more specific phrase “leaf-level basal emission rates for isoprene and monoterpenes.” (The assigned LAI applied to other vegetation is described in the following paragraph.)

(7) Page 5 line 14 (onwards in this paragraph). LAI has units of m2 m-2

Fixed in all three instances in this paragraph (Page 9, Line 11): “An analysis of the leaf area index (LAI) of rainforest plots in Central Sulawesi, Indonesia, under different land use regimes found that disturbance of the forest by selective logging reduced the LAI below the 6.2 m2 [leaf] m-2 [ground] value measured for the undisturbed natural forest (Dietz et al., 2007). Removal of “small-diameter” trees reduced LAI to 5.3 m2 m-2, while removal of “large-diameter” trees reduced LAI to 5.0 m2 m-2 (Dietz et al., 2007).”

We also added the units to two places in the new Table 1 (previously Table S2 in the Supplement) – once in the table and once in the footnote.

(8) Page 5 line 21. Table S2 – mention this is in the supplementary section.

We have moved this table and its footnotes to the main text (now known as Table 1).
(9) Page 19 line 21. This whole discussion of uncertainties in the chemistry scheme would be better placed in section 2.1 which introduces the method used.

Fixed. We expanded this discussion and moved it to Section 2.1.

References


Responses to Reviewer #3

Overall comments:

This paper examines the impacts of land cover change in maritime Southeast Asia induced mostly by oil palm expansion and the associated changes in BVOC emissions on surface ozone concentrations and tropospheric ozone profiles, and the subsequent impacts on radiative forcing. This is a novel piece of work that highlights the importance of considering atmospheric chemistry-mediated climate forcing in climate and land use change studies. The data integration and modeling approach are all scientifically sound, rigorous and valid. There are, however, insufficient or unclear exposition and explanation of the results at various places of the paper, as well as inadequate discussion of the results in relation to previous works. I recommend the publication of this paper, if the concerns raised below are addressed.

We thank the reviewer for their insightful comments and guidance.

Specific comments:

(1) P1 L21: The introduction section appears too short, and do not set up a context nuanced enough to motivate the work (the findings of which are exciting). I recommend the authors to expand the introduction (by 30-50%) by discussing at greater lengths the various references cited. More suggestions in relation to this are given below.

We have expanded the introduction to provide additional context and background for the study.

(1) A description of other environmental impacts associated with land cover changes in this region was added (Page 2, Line 1): “Land cover and land use changes in Southeast Asia perturb the Earth system in a variety of ways. Deforestation is a significant threat to Southeast Asian biodiversity (Sodhi et al., 2004), and the land-based carbon emissions associated with forest clearing have greatly contributed to Indonesia’s status as one of the world’s highest emitters of greenhouse gases (GHGs) (FAO, 2014; WRI, 2015). The magnitude of GHG emissions from deforestation is exacerbated by the pervasiveness of carbon-rich peat soils underlying Southeast Asian tropical forests (Carlson et al., 2012; Hooijer et al., 2010; Page et al., 2002; van der Werf et al., 2009). Peat soil drainage (i.e., drying) promotes oxidation of the sequestered carbon (Miettinen et al., 2017) and is often followed by fire clearing, despite the illegality of this practice in Indonesia (Indrarto et al., 2012). Indonesian forest and peat fires have fueled transnational air pollution episodes (Gaveau et al., 2014; Koplitz et al., 2016), potentially causing more than 100,000 premature mortalities in 2015 (Koplitz et al., 2016)."
(2) The bolded part of the following sentence was added to tie the air quality and climate impacts of isoprene and monoterpene emission changes back to the discussion of other environmental impacts of regional land cover change (Page 2, Line 19; our response to comment 5 of reviewer #3 also describes modifications to this sentence): “Both isoprene and monoterpene emissions serve as an additional mechanism by which regional land cover change can affect air quality and climate.”

(3) We replaced this sentence from our original introduction (“Previous investigations of atmospheric composition changes driven by land use change in MSEA have largely focused on the surface-level air quality impacts induced by BVOC emission changes from oil palm expansion (Ashworth et al., 2012; Silva et al., 2016; Warwick et al., 2013).”) with an expanded description of the key findings of these cited studies. While no information was removed from the final introductory paragraph of the original version of the manuscript, the sentences in that final paragraph were rearranged and placed into the new expanded text to retain flow. The expanded text includes a description of how the land cover dataset used in the study by Silva et al. (2016) differs from that used in our study.

The expanded text (Page 2, Line 23):

“A few studies have used global modeling to investigate the atmospheric composition impacts of Southeast Asian oil palm expansion. Ashworth et al. (2012) analyzed the expected impacts from isoprene emission enhancements associated with the partial replacement of natural forest area with oil palm plantations under a land-use change scenario designed to meet a portion of the projected increase in demand for biofuels in coming years. Warwick et al. (2013) analyzed the impacts from isoprene emission enhancements associated with total conversion of Borneo from forest to oil palm. Both studies quantified the impacts of the isoprene emission changes first by applying a contemporary NOX inventory and secondly by assuming increased NOX emissions near the site of land-use change due to enhanced fertilizer application and increased on-site processing of the palm oil. Based on simulations that apply contemporary NOX inventories, both studies predict reductions in surface ozone co-located with the isoprene enhancements because the increased VOC serves as a net sink for ozone in the low-NOX atmosphere (Ashworth et al., 2012; Warwick et al., 2013). When NOX emission enhancements occur in concert with the land-use-change-driven isoprene emission enhancements, both studies simulate a net increase in ozone production and a concomitant increase in local surface ozone pollution (Ashworth et al., 2012; Warwick et al., 2013). Ashworth et al. (2012) predict local enhancements in annual-mean surface concentrations as high as 11% for ozone and 10% for biogenic SOA (as the maximum change in any grid cell) in response to a 5% increase in regional isoprene emissions and simultaneous enhancements in local NOX emissions. Warwick et al. (2013) predict local changes in monthly-mean surface ozone as strong +70% when simultaneously increasing NOX and isoprene emissions. These studies highlight the potential for significant local surface-level pollution impacts from land use change.
A recent third study quantified the air quality impacts associated with year 2010 oil palm cover relative to an oil-palm-free scenario (Silva et al., 2016). Using the GEOS-Chem chemical transport model and contemporary inventories for NOx emissions, Silva et al. (2016) simulate local enhancements in surface pollution as high as 26 % (3–4 ppbv) for ozone and 60 % (about 1 µg m\(^{-3}\)) for SOA. In Kuala Lumpur, Malaysia, the number of days that register ozone levels higher than the limits recommended by the World Health Organization more than doubled due to regional oil palm expansion (56 days based on 2010 oil palm coverage compared to 23 days in the absence of oil palm; Silva et al., 2016), again highlighting the strong impact of Southeast Asian land cover change on surface pollution.

The year 2000 16-PFT land cover distribution map that Silva et al. (2016) apply as the no-oil-palm case is designed for global modeling studies and, therefore, lacks information about the distribution of individual species of vegetation. For example, 7.2 Mha of oil palm existed in 2000 in Indonesia, Malaysia, and Papua New Guinea (Gunarso et al., 2013), yet many global vegetation distributions assign these plantations to one or more of a small number of PFTs. Silva et al. (2016) use a 250 m resolution satellite-based map of year 2010 oil palm plantations to define the contemporary oil palm distribution, and they overlay the oil palm on the palm-free base map, displacing the existing land covers in proportion to their fractional distributions. In reality, the prior land cover of oil palm plantations differs widely by region (Gunarso et al., 2013). Furthermore, the modified land cover distribution from Silva et al. (2016) lacks separate delineations for other pervasive land covers in Southeast Asia, including rubber plantations, which covered at least 6.4 Mha on the maritime continent in 2010 (Gunarso et al., 2013). Rubber trees (*Hevea brasiliensis*) are very weak emitters of isoprene (Geron et al., 2006; Klinger et al., 2002), but very strong emitters of monoterpenes (Baker et al., 2005; Klinger et al., 2002), which are important SOA precursors (Jokinen et al., 2015). Thus, while the study by Silva et al. (2016) provides evidence of significant surface pollution changes induced by oil palm expansion in Southeast Asia, it provides an incomplete picture of the impact of historical land cover change on atmospheric composition.

This small set of studies focuses on the atmospheric composition impacts induced by altered BVOC emissions from Southeast Asian oil palm expansion, all finding that the downwind impacts are smaller in magnitude than the local impacts near the site of land conversion and isoprene emission changes (Ashworth et al., 2012; Silva et al., 2016; Warwick et al., 2013). Ashworth et al. (2012) forecasted a small global climate impact from the increased isoprene emissions in their land-use change scenario, based on the very small simulated global changes in the tropospheric burdens of ozone and the hydroxyl radical (OH). However, no study has directly quantified the climate impacts associated with the induced changes in atmospheric composition.

Isoprene perturbations in the tropics may have a particularly powerful impact on longwave radiative forcing (Unger, 2014) because the strong vertical mixing prevalent in the tropics provides a mechanism for surface pollution perturbations to impact ozone concentrations in the upper troposphere (Thompson et al., 1997), where, on a per-molecule basis, ozone changes
induce the strongest climate impact (Lacis et al., 1990). In response to isoprene emission enhancements associated with total conversion of vegetated land to oil palm on the island of Borneo, Warwick et al. (2013) simulate a 20 % increase in ozone at 500 hPa over Borneo and a 20 % increase in peroxycetyl nitrate (PAN) at 500 hPa downwind of Borneo over the Pacific Ocean. PAN is an organic nitrate that can undergo long-range transport before releasing its reactive NOX moiety (Moxim et al., 1996), providing a means for ozone formation in remote environments (Kotchenruther et al., 2001). The results of Warwick et al. (2013) suggest that regional isoprene emission changes have the capacity to alter ozone concentrations in the free troposphere and, therefore, induce a radiative forcing.

This study uses the ModelE2-Yale Interactive Terrestrial Biosphere (ModelE2-YIBs) global chemistry–climate model, in conjunction with multiple observational datasets, to quantify the global atmospheric composition changes and, for the first time, the concomitant radiative forcings associated with BVOC emission changes from 1990–2010 land cover change in MSEA. The calculations presented here consider changes in emissions of both isoprene and monoterpenes. The applied regional land cover changes are derived from a Landsat-based classification (Gunarso et al., 2013) and account for changes in eight land covers that are prevalent in MSEA, including high-monoterpene-emitting rubber trees and high-isoprene-emitting oil palm trees.”

Added references:


(2) P1 L25: The “%” sign usually immediately follows the number without space.

Fixed.

(3) P1 L27: Can there be a sentence or two describing why we are concerned with oil palm planation from an environmental or ecological perspective (not just a climate perspective as included in the current second paragraph)?

Done. Our response to comment 1 describes this addition to the introduction.

(4) P2 L8-9: Please expand this paragraph by discussing briefly the key findings of these few papers (Ashworth et al., 2012; Silva et al., 2016; Warwick et al., 2013). How large or in what ranges are the concentration changes? Is the surface air quality changes significant relatively to, e.g., the impacts of anthropogenic emissions or warming?

Done. Our response to comment 1 describes this addition to the introduction.

(5) P2 L14: Why does upper tropospheric ozone have a larger climate impact than surface ozone?

Briefly, because it is colder at higher altitudes, which increases the longwave radiative forcing efficiency (outgoing energy at colder temperatures compared to surface). The stronger climate impact of upper tropospheric ozone relative to surface-level ozone, on a per-molecule basis, is related to the temperature contrast of the two environments in which ozone is absorbing and re-emitting the longwave radiation (e.g., Lacis et al., 1990). The forcing efficiency of the longwave-absorbing ozone molecule is stronger when the ozone exists in the colder upper troposphere than when it exists in the warmer temperatures at the surface.
We added the bolded portion to this sentence (Page 4, Line 4): “Isoprene perturbations in the tropics may have a particularly powerful impact on longwave radiative forcing (Unger, 2014) because the strong vertical mixing prevalent in the tropics provides a mechanism for surface pollution perturbations to impact ozone concentrations in the upper troposphere (Thompson et al., 1997), where, on a per-molecule basis, ozone changes induce the strongest climate impact due to the thermal contrast with the surface (Lacis et al., 1990).”

(6) P2 L19: How does the land cover change derived from this data source differ from or compare with that used by Silva et al. (2016)?

We added this information to the expanded introduction. Our response to comment 1 describes this addition.

(7) P3 L4: Please explain and justify whether the discontinuity created by using two different biomass burning datasets is acceptable, especially considering that biomass burning emissions are an important source of ozone there.

Identical surface maps and emission factors were applied in the creation of both the MACCity and interpolated ACCMIP-RCP8.5 biomass burning emissions datasets (Heil and Schultz, 2014).

We have added the bolded portion to the following sentence (Page 5, Line 23): “Prescribed monthly anthropogenic and biomass burning emissions of reactive gas and primary aerosol species follow the MACCity emissions pathway (Angiola et al., 2010; Granier et al., 2011) for all years, except for 2010, when the interpolated ACCMIP-RCP8.5 dataset (Heil and Schultz, 2014) is applied for biomass burning emissions (as MACCity biomass burning emissions are available only through 2008).”

We have then added the following explanation (Page 5, Line 27): “MACCity biomass burning emissions were built from the ACCMIP (Lamarque et al., 2010), REanalysis of the TROpospheric chemical composition (RETRO; Schultz et al., 2008), and Global Fire Emissions Database (GFED-v2; van der Werf et al., 2006) datasets (Granier et al., 2011). The interpolated ACCMIP-RCP8.5 emissions were created using simple temporal interpolation of the ACCMIP and RCP8.5 datasets (Heil and Schultz, 2014). Identical surface maps and emission factors were applied in the creation of both the MACCity and interpolated ACCMIP-RCP8.5 biomass burning emissions datasets (Heil and Schultz, 2014).”

Added references:


(8) P3 L4-6: “Interactive” is a modeler’s jargon, and even for modelers can mean different things for different purposes. I recommend avoiding it and state more clearly that these emission schemes are “semi-empirical”, “mechanistic” or “dynamic functions of x, y, z, …”, especially for those that are not described more below.

(9) P3 L13: Avoid the use of “online”.

(10) P3 L28: Avoid “online” and “model’s”.

Fixed for all instances where these terms were used in the manuscript.

(11) P3 L33: Please explain and justify the single chemical representation of monoterpane. Can all monoterpenes really be modeled as α-pinene?

The quantification of SOA yields for different monoterpane species is an exciting frontier for SOA modeling, but the uncertainties remaining in this field currently preclude expansion of this chemistry at the expense of the greater computational resources needed to run global model simulations. We have added a discussion on this matter (Page 7, Line 33): “Furthermore, the appropriateness of using α-pinene to represent monoterpenes as a single lumped species in global modeling is an active area of research. Friedman and Farmer (2018) find order-of-magnitude differences in SOA yields for OH-oxidation of different monoterpane species, but a clear explanation based on isomer structure remains largely elusive. While Friedman and Farmer (2018) find that the magnitude of the SOA yield from α-pinene is in the “mid-range” of the yields among the analyzed monoterpane species, other studies have shown that this may not be the case for other oxidation pathways (e.g., Draper et al., 2015).”

Added references:

Draper, D.C., Farmer, D.K., Desyaterik, Y., and Fry, J.L.: A qualitative comparison of secondary organic aerosol yields and composition from ozonolysis of monoterpenes at varying


(12) P5 L30: What about the LAI values for the new PFTs used for this study for MSEA? They are not described above. Are dynamic but grid-level LAI observed from, e.g., MODIS, used, or are PFT-level LAI values used for these new PFTs? If so, where are these values from? As LAI is so important for atmospheric chemistry, these need to be better stated and explained.

The PFT-level LAI values applied to each of the new PFTs are described in Table 1 and its footnotes in the main text (this table was previously known as Table S2 in the Supplement). We have updated the text to better draw attention to this information (Page 9, Line 20): “Table 1 shows, for the new land cover types, the assigned physical parameters (including LAI and vegetation height), photosynthetic parameters, and leaf-level basal emission rates of isoprene and monoterpenes.”

(13) P10 L1: In the methodology section above, the authors have only discussed about model validity and model-observation comparison for the vegetation aspects (e.g., GPP, biogenic emissions). What about an evaluation of the ozone simulations by the model? How does the model’s simulated ozone globally compare with observations and with other models? Is the general high biases of simulated ozone in many climate-chemistry models also seen in this model? Since ozone concentration is crucial to this paper, I strongly recommend having a paragraph somewhere (preferably in the methodology section) discussing these.

We have inserted in the methodology section the following paragraph describing the extensive evaluation of ozone in ModelE2-YIBs (Page 7, Line 7): “ModelE2 has previously undergone extensive, rigorous validation of simulated present-day tropospheric and stratospheric chemical composition, circulation, and ozone forcing using multiple observational datasets (Shindell et al., 2006; Shindell et al., 2013). Shindell et al. (2013) compared simulated monthly zonal-mean total column ozone to that from observations (2000–2010 means) from the Total Ozone Mapping Spectrometer and the Ozone Monitoring Instrument (McPeters et al., 2008), finding: simulated zonal-mean total column ozone in the tropics shows little bias (< 5%) against measurements for each month, and, in the Northern Hemisphere middle and high latitudes, biases are smaller in the summer months (< 10%) than in the winter months (around 15–20%). Shindell et al. (2013) find only a small negative bias (-0.016 W m²) in the present-day global-average radiative impact of modeled tropospheric ozone relative to TES-derived tropospheric ozone. They note that the strongest biases in ozone concentrations in ModelE2 are generally located in regions where ozone exhibits little effect on radiation (Shindell et al., 2013). More recently, Harper et al. (2018) compared annual-mean ozone concentrations simulated by
ModelE2 (representative of year 2005) with an ozonesonde climatology based on measurements taken over 1995–2011 (Tilmes et al., 2012), finding lower model biases at higher pressures (e.g., +2.6% at 200 hPa compared to +16.9% at 800 hPa).”

Added references:


(14) P10 L14: Wong et al. (2018) also examined and quantified the factors behind the sensitivity of surface ozone to vegetation changes including isoprene emission and dry deposition. They also found a large impact of background NOx. See reference list below.

Please see response to point (15).

(15) P11 L1: Dry deposition definitely also plays a role, and have you quantified the relative importance of isoprene emission vs. dry deposition to surface ozone in your model simulations? This appears to be a major missing part of this analysis and should be better addressed or discussed, even if the authors have already found that dry deposition plays only a minor role. For instance, Wong et al. (2018) found it necessary and developed a method to formally disentangle the contributions from isoprene emission and dry deposition when leaf density changes.

The Wong et al. (2018) paper presents an exciting avenue for disentangling the various land cover change driven contributions to surface ozone changes; however, it is our understanding that their analysis does not take into account the effects of other biogeophysical changes, such as surface roughness and evapotranspiration. The land cover distribution changes in our model
can alter such (and other) parameters, which might also be playing a role in the simulated surface ozone changes.

We have expanded our discussion on this matter (Page 16, Line 25): “The simulated changes in atmospheric composition might be a response not only to altered isoprene and monoterpene emissions, but also to changes in the deposition of atmospheric species induced by changes in leaf density (Wong et al., 2018) or related changes, such as surface roughness, stomatal conductance, and evapotranspiration, that are affected by the applied changes in land cover distribution. Here, the relative changes in regional ozone deposition rates (-19.7 to +4.3%) are similar to the relative changes in regional surface-level ozone concentrations (-18.3 to +4.3%) from 1990–2010 regional land cover change, in part because the ozone deposition rate depends on the atmospheric concentration change. While increased isoprene emission leading to increased isoprene ozonolysis drives ozone losses near the surface, a formal quantitative attribution analysis disentangling the relative roles of emission and deposition changes requires further complex sensitivity simulations that are beyond the scope of this analysis. In their analysis of Southeast Asian oil palm expansion, Silva et al. (2016) used sensitivity studies to determine that the induced BVOC emission changes, rather than altered deposition rates from LAI changes, were almost exclusively responsible for the simulated surface ozone changes.”

Added reference:

(16) P12 L2: The physical reasons for the enhancements (as opposed to reductions) of ozone over the ocean have to be explained. Can these enhancements be explained by, e.g., the mechanisms suggested by Hollaway et al. (2017)? A discussion in relation to this paper is recommended. See reference list below.

Please see response to comment (18).

(17) P12 L16: In Fig. 2a) and 2c), why is there a second peak for isoprene and HCHO enhancement near the tropopause?

This is a signal of tropical deep convection (e.g., deep convective towers rapidly pulling up air into the upper troposphere).

(18) P14 L5: Now I see that the oceanic enhancements are explained. But this explanation, with reference to Hollaway et al. (2017), should be mentioned early (see comment to P12 L2).
We added reference to the Hollaway et al. (2017) paper and moved this explanation (now at Page 18, Line 1).

(19) P17 L8-9: “This sensitivity study demonstrates that the climate forcing associated with regional land cover change is rapidly increasing.” I feel that this is too strong a statement. All the results are showing is that 2005-2010 as a 5-year period is responsible for a noticeably large fraction of the total RF compared to other possible 5-year periods, but without breaking down the other years into incremental 5-year periods (e.g., 1990-1995, 1996-2000, 2001-2005), we can't really say there is a rapidly rising trend in RF.

Agreed. We have removed this sentence.

(20) P18 L5-7: “increase in regional surface ozone concentrations is unlikely to have a significant impact on the induced ozone forcing since, as Lacis et al. (1990) find, changes in surface ozone have a much smaller effect on climate forcing relative to equivalent ozone changes in the upper troposphere.” This is contingent upon the assumption that the formation and long-range transport of isoprene nitrate will respond in the same way even as the surface environment becomes more high-NOx. This needs to be justified.

We have removed this badly phrased sentence. Please see response to Reviewer (1) Point (66). We were originally trying to emphasize that increases in ozone near the Earth’s surface do not exert appreciable longwave forcing, but we agree the original sentence does not read well and is not scientifically nuanced enough as is. Agreed regarding the assumption that the formation and long-range transport of isoprene nitrate would have to respond in the same way even as the surface environment becomes more high-NOx. To be clear, in this model, convective transport is moving isoprene, its oxidation products, and isoprene nitrate into the upper troposphere.

(21) P18 L24-31: I think one major missing discussion is to compare the ozone-mediated RF with the biogeophysical RF (e.g., changing albedo, latent heat, sensible heat, etc.) and biogeochemical (CO2 exchange) associated with oil palm expansion. Indeed, most climatologists are still just concerned with the biogeoophysical or biogeochemical RF, and having a comparison between those and the ozone-mediated forcing would give much insight into the importance of considering atmospheric chemistry in climate/land use change studies.

Thank you for the brilliant idea, we agree with the reviewer, and these discussions did come up a few times in the project. Unfortunately, we are unable to access the albedo surface forcing diagnostics in the model output. We delved into LLGHG emission estimates for the recent land cover change in MSEA. Carlson et al. (2012b) estimated 11.4 MtC y⁻¹ CO₂ emissions from 1989–2008 (mostly from deforestation fire). This amounts to a cumulative total of 216.6 MtC y⁻¹ over
the 19 years. Using IPCC AR5 GWPs, the \( \text{CO}_2 \) forcing is: 5.3 mW m\(^{-2}\) on 20-yr time scale and 19.9 mW m\(^{-2}\) on 100-yr time scale. However, the small region analysed by Carlson et al. (2012b) doesn’t correspond to that applied here so is not a meaningful comparison. LLGHG land cover change emissions accounting is beyond the scope here, and would be a full paper in its own right. Interestingly, there is a substantial high impact published literature on future climate change impacts on the sustainability of oil palm plantations in MSEA (the opposite way around to that considered here).

Reference:

(22) P19 L18-19: “Inclusion of a temporally variable BVOC BER in the global model would allow for an improved estimation of radiative forcing induced by land cover changes in this region.” I think the current debate is exactly that we are not sure about the circadian control or not, and thus this statement is not necessarily true.

We agree that this aspect of isoprene emissions is very uncertain and have removed this sentence to avoid confusion.

(23) P19 L33-34: “(2) its apparent inconsequence to the surface pollution impacts of regional land cover change” Is there really no OH titration problem in MSEA in ModelE2-YIBs? Is that because the BER is low to begin with, compared to, say, the Amazon?

In ModelE2-YIBs, OH is typically much lower than the global average in forested tropical regions in the model. We have removed this poorly phrased sentence and moved the entire discussion of chemistry uncertainties to the Methodology section (Sect. 2.1, Page 7, Line 21), where we have included a more balanced perspective on isoprene photooxidation uncertainties in global models (e.g., see introductory remarks to reviewer #2).

References:
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Abstract. Over the period 1990–2010, maritime Southeast Asia experienced large-scale land cover changes, including expansion of high-isoprene-emitting oil palm plantations and contraction of low-isoprene-emitting natural forests. The ModelE2-Yale Interactive Terrestrial Biosphere global chemistry–climate model is used to quantify the atmospheric composition changes and, for the first time, the associated radiative forcing induced by the land-cover-change-driven biogenic volatile organic compound (BVOC) emission changes (+6.5 TgC y⁻¹ isoprene, -0.5 TgC y⁻¹ monoterpenes). Regionally, surface-level ozone concentrations largely decreased (-3.8 to +0.8 ppbv). The tropical land cover changes occurred in a region of strong convective transport, providing a mechanism for the BVOC perturbations to affect the composition of the upper troposphere. Enhanced concentrations of isoprene and its degradation products are simulated in the upper troposphere, and, on a global-mean basis, land cover change had a stronger impact on ozone in the upper troposphere (+0.5 ppbv) than in the lower troposphere (< 0.1 ppbv increase). The positive climate forcing from ozone changes (+9.2 mW m⁻²) was partially offset by a negative forcing (-0.8 mW m⁻²) associated with an enhancement in secondary organic aerosol (SOA). The sign of the net forcing is sensitive to uncertainty in the SOA yield from BVOCs. The global-mean ozone forcing per unit of regional oil palm expansion is +1 mW m⁻² Mha⁻¹. In light of expected continued expansion of oil palm plantations, regional land cover changes may play an increasingly important role in driving future global ozone radiative forcing.

1 Introduction

Recent decades have witnessed large-scale land cover and land use changes on the maritime continent. More than 4.5 Mha of natural forest were cleared in Indonesia alone over 2000–2010, which is a loss of 4.6% of year 2000 Indonesian natural forest cover (Margono et al., 2014). Increasing demand for palm oil, produced by oil palm trees (Elaeis guineensis), has simultaneously driven widespread expansion of this agro-industrial tree crop (USDA, 2010). Indonesia and Malaysia cumulatively produce 85% of the current global palm oil supply (USDA, 2017). The amount of land area planted in oil palm in Indonesia and Malaysia increased from 3.5 Mha in 1990 to 13 Mha by 2010 (Gunarso et al., 2013).
Land cover and land use changes in Southeast Asia perturb the Earth system in a variety of ways. Deforestation is a significant threat to Southeast Asian biodiversity (Sodhi et al., 2004), and the land-based carbon emissions associated with forest clearing have greatly contributed to Indonesia’s status as one of the world’s highest emitters of greenhouse gases (GHGs) (FAO, 2014; WRI, 2015). The magnitude of GHG emissions from deforestation is exacerbated by the pervasiveness of carbon-rich peat soils underlying Southeast Asian tropical forests (Carlson et al., 2012; Hooijer et al., 2010; Page et al., 2002; van der Werf et al., 2009). Peat soil drainage (i.e., drying) promotes oxidation of the sequestered carbon (Miettinen et al., 2017) and is often followed by fire clearing, despite the illegality of this practice in Indonesia (Indarto et al., 2012). Indonesian forest and peat fires have fueled transnational air pollution episodes (Gaveau et al., 2014; Koplitz et al., 2016), potentially causing more than 100,000 premature mortalities in 2015 (Koplitz et al., 2016).

Above-canopy flux measurements taken in Borneo indicate that, compared to the natural forests of maritime Southeast Asia (MSEA), oil palm plantations are much stronger emitters of the biogenic volatile organic compound (BVOC) isoprene (C$_5$H$_8$), with mean midday fluxes about five times stronger from oil palm (Langford et al., 2010; Misztal et al., 2011). The simultaneous large-scale contraction of low-isoprene-emitting natural forest area and expansion of high-isoprene-emitting oil palm plantations suggests a land-cover-change-driven increase in regional isoprene emissions over recent decades (Silva et al., 2016; Stavrakou et al., 2014). Measurements indicate that the forests of MSEA emit monoterpenes, a class of BVOCs with chemical formula C$_{10}$H$_{16}$, but find negligible monoterpene emissions from oil palm (Langford et al., 2010; Misztal et al., 2011). Both isoprene and monoterpenes are precursors to the short-lived climate pollutants tropospheric ozone (Atkinson and Arey, 2003) and secondary organic aerosols (SOA) (Carlton et al., 2009; Friedman and Farmer, 2018); as such, perturbations in regional isoprene and monoterpene emissions serve as an additional mechanism by which regional land cover change can affect air quality and climate.

A few studies have used global modeling to investigate the atmospheric composition impacts of Southeast Asian oil palm expansion. Ashworth et al. (2012) analyzed the expected impacts from isoprene emission enhancements associated with the partial replacement of natural forest area with oil palm plantations under a land-use change scenario designed to meet a portion of the projected increase in demand for biofuels in coming years. Warwick et al. (2013) analyzed the impacts from isoprene emission enhancements associated with total conversion of Borneo from forest to oil palm. Both studies quantified the impacts of the isoprene emission changes first by applying a contemporary NO$_x$ inventory and secondly by assuming increased NO$_x$ emissions near the site of land-use change due to enhanced fertilizer application and increased on-site processing of the palm oil. Based on simulations that apply contemporary NO$_x$ inventories, both studies predict reductions in surface ozone co-located with the isoprene enhancements because the increased VOC serves as a net sink for ozone in the low-NO$_x$ atmosphere (Ashworth et al., 2012; Warwick et al., 2013). When NO$_x$ emission enhancements occur in concert with the land-use-change-driven isoprene emission enhancements, both studies simulate a net increase in ozone production and a concomitant increase in local surface ozone pollution (Ashworth et al., 2012; Warwick et al., 2013).
(2012) predict local enhancements in annual-mean surface concentrations as high as 11% for ozone and 10% for biogenic SOA (as the maximum change in any grid cell) in response to a 5% increase in regional isoprene emissions and simultaneous enhancements in local NO$_x$ emissions. Warwick et al. (2013) predict local changes in monthly-mean surface ozone as strong +70% when simultaneously increasing NO$_x$ and isoprene emissions. These studies highlight the potential for significant local surface-level pollution impacts from land use change.

A recent third study quantified the air quality impacts associated with year 2010 oil palm cover relative to an oil-palm-free scenario (Silva et al., 2016). Using the GEOS-Chem chemical transport model and contemporary inventories for NO$_x$ emissions, Silva et al. (2016) simulate local enhancements in surface pollution as high as 26% (3–4 ppbv) for ozone and 60% (about 1 µg m$^{-3}$) for SOA. In Kuala Lumpur, Malaysia, the number of days that register ozone levels higher than the limits recommended by the World Health Organization more than doubled due to regional oil palm expansion (56 days based on 2010 oil palm coverage compared to 23 days in the absence of oil palm; Silva et al., 2016), again highlighting the strong impact of Southeast Asian land cover change on surface pollution.

The year 2000 16-plant functional type (PFT) land cover distribution map that Silva et al. (2016) apply as the no-oil-palm case is designed for global modeling studies and, therefore, lacks information about the distribution of individual species of vegetation. For example, 7.2 Mha of oil palm existed in 2000 in Indonesia, Malaysia, and Papua New Guinea (Gunarso et al., 2013), yet many global vegetation distributions assign these plantations to one or more of a small number of PFTs. Silva et al. (2016) use a 250 m resolution satellite-based map of year 2010 oil palm plantations to define the contemporary oil palm distribution, and they overlay the oil palm on the palm-free base map, displacing the existing land covers in proportion to their fractional distributions. In reality, the prior land cover of oil palm plantations differs widely by region (Gunarso et al., 2013). Furthermore, the modified land cover distribution from Silva et al. (2016) lacks separate delineations for other pervasive land covers in Southeast Asia, including rubber plantations, which covered at least 6.4 Mha on the maritime continent in 2010 (Gunarso et al., 2013). Rubber trees (Hevea brasiliensis) are very weak emitters of isoprene (Geron et al., 2006; Klinger et al., 2002), but very strong emitters of monoterpenes (Baker et al., 2005; Klinger et al., 2002), which are important SOA precursors (Jokinen et al., 2015). Thus, while the study by Silva et al. (2016) provides evidence of significant surface pollution changes induced by oil palm expansion in Southeast Asia, it provides an incomplete picture of the impact of historical land cover change on atmospheric composition.

This small set of studies focuses on the atmospheric composition impacts induced by altered BVOC emissions from Southeast Asian oil palm expansion, all finding that the downwind impacts are smaller in magnitude than the local impacts near the site of land conversion and isoprene emission changes (Ashworth et al., 2012; Silva et al., 2016; Warwick et al., 2013). Ashworth et al. (2012) speculated a small global forcing impact from the increased isoprene emissions in their land-use change scenario, based on the small simulated global changes in the tropospheric burdens of ozone and the hydroxyl...
radical (OH). However, no study has directly quantified the global radiative impacts associated with the induced changes in atmospheric composition.

Isoprene perturbations in the tropics may have a particularly powerful impact on longwave radiative forcing (Unger, 2014) because the strong vertical mixing prevalent in the tropics provides a mechanism for surface pollution perturbations to impact ozone concentrations in the upper troposphere (Thompson et al., 1997), where, on a per-molecule basis, ozone changes induce the strongest climate impact due to the thermal contrast with the surface (Lacis et al., 1990). In response to isoprene emission enhancements associated with total conversion of vegetated land to oil palm on the island of Borneo, Warwick et al. (2013) simulate a 20% increase in ozone at 500 hPa over Borneo and a 20% increase in peroxyacetyl nitrate (PAN) at 500 hPa downwind of Borneo over the Pacific Ocean. PAN is an organic nitrate that can undergo long-range transport before releasing its reactive NO$_2$ moiety (Moxim et al., 1996), providing a means for ozone formation in remote environments (Kotchenruther et al., 2001). The results of Warwick et al. (2013) suggest that regional isoprene emission changes have the capacity to alter ozone concentrations in the free troposphere and, therefore, induce a radiative forcing.

This study uses the ModelE2-Yale Interactive Terrestrial Biosphere (ModelE2-YIBs) global chemistry–climate model, in conjunction with multiple observational datasets, to quantify the global atmospheric composition changes and, for the first time, the concomitant radiative forcings associated with BVOC emission changes from 1990–2010 land cover change in MSEA. The calculations presented here consider changes in emissions of both isoprene and monoterpenes. The applied regional land cover changes are derived from a Landsat-based classification (Gunarso et al., 2013) and account for changes in eight land covers that are prevalent in MSEA, including high-monoterpene-emitting rubber trees and high-isoprene-emitting oil palm trees.

### 2 Data and methods

#### 2.1 ModelE2-YIBs description

Atmosphere-only simulations employ the NASA GISS ModelE2-YIBs global chemistry–climate model. The YIBs model (Yue and Unger, 2015) is a land surface model embedded in the NASA GISS ModelE2 global chemistry–climate model (Schmidt et al., 2014). The model features 2°-latitude × 2.5°-longitude horizontal resolution, 40 vertical layers (surface to 0.1 hPa), and a physical and chemical time step of 30 minutes.

The chemical mechanism includes 156 reactions involving 51 chemical species with full coupling of tropospheric and stratospheric chemistry (Schmidt et al., 2014; Shindell et al., 2006). The troposphere features NO$_x$-O$_x$-HO$_x$-CO-CH$_4$...
chemistry, an explicit representation of isoprene; and a lumped hydrocarbon scheme involving terpenes, peroxyacyl nitrates (PANs), alkylnitrates, aldehydes, alkenes, and alkanes. The representation of hydrocarbons generally follows Houweling et al. (1998), which is originally derived from the Carbon Bond Mechanism-4 (Gery et al., 1989) and the Regional Atmospheric Chemistry Model (RACM; Stockwell et al., 1997), but includes several modifications aimed at representing the wide range of chemical conditions found in Earth's atmosphere, such as the addition of reactions important in low-NOx conditions including representation of organic peroxy radical chemistry under low-NOx conditions and introduction of organic nitrate chemistry. Shindell et al. (2013) describe in detail the recent updates to the tropospheric chemistry scheme, including the incorporation of acetone chemistry (Houweling et al., 1998) and the addition of terpene oxidation (Tsigeridis and Kanakidou, 2007). SOA formation is driven by NOx-dependent oxidation of emissions of isoprene, monoterpenes, and other reactive VOCs following a volatility-based two-product scheme (Tsigeridis and Kanakidou, 2007). The formation of secondary inorganic aerosols, including sulfate (Bell et al., 2005; Koch et al., 2006) and nitrate (Bauer et al., 2007a), depend on both modeled oxidant levels and the availability of source gases. Primary aerosol types include dust (which provides a surface for heterogeneous chemistry; Bauer and Koch, 2005; Bauer et al., 2007b), black carbon, organic carbon, and sea salt (Koch et al., 2006). Stratospheric chemistry, introduced to the chemical mechanism by Shindell et al. (2006), includes nitrous oxide (N2O) and halogen (bromine and chlorine) chemistry. Recent updates to stratospheric chemistry are summarized by Shindell et al. (2013) and include changes in the representations of polar stratospheric cloud formation (Hanson and Mauersberger, 1988) and heterogeneous hydrolysis of N2O on sulfate (Hallquist et al., 2003; Kane et al., 2001). Photolysis rate calculations follow the Fast-J2 scheme of Bian and Prather (2002). At each 30 minute time step, the simulated distributions of clouds, ozone, and aerosols are passed to the photolysis code, providing a mechanism for simulated changes in aerosols to impact atmospheric chemistry through modification of photolysis rates (Bian et al., 2003).

Global annual-mean mixing ratios are prescribed for the well-mixed greenhouse gases carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), and chlorofluorocarbons (CFCs) (Meinshausen et al., 2011; Riahi et al., 2007). Prescribed monthly anthropogenic and biomass burning emissions of reactive gas and primary aerosol species follow the MACCity emissions pathway (Angiola et al., 2010; Granier et al., 2011) for all years, except for 2010, when the interpolated ACCMIP-RCP8.5 dataset (Heil and Schultz, 2014) is applied for biomass burning emissions (as MACCity biomass burning emissions are available only through 2008). MACCity biomass burning emissions were built from the ACCMIP (Lamarque et al., 2010), REanalysis of the TRopospheric chemical composition (RETRO; Schultz et al., 2008), and Global Fire Emissions Database (GFED-v2; van der Werf et al., 2006) datasets (Granier et al., 2011). The interpolated ACCMIP-RCP8.5 emissions were created using simple temporal interpolation of the ACCMIP and RCP8.5 datasets (Heil and Schultz, 2014). Identical surface maps and emission factors were applied in the creation of both the MACCity and interpolated ACCMIP-RCP8.5 biomass burning emissions datasets (Heil and Schultz, 2014). The model dynamically calculates climate-sensitive emissions of reactive compounds for a number of natural sources. These emission sectors, with their primary driving meteorological variables, include: lightning NOx (moist convection; Price and Rind, 1992; Price et al., 1997), soil NOx (precipitation and
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Leaf-level gas exchange in ModelE2 (Collatz et al., 1991) couples the Farquhar–von Caemmerer kinetic model of photosynthetic CO$_2$ uptake (Farquhar et al., 1980; Farquhar and von Caemmerer, 1982) to the Ball–Berry model of stomatal conductance (Ball et al., 1987). The environmental inputs used to drive the vegetation biophysics, isoprene emissions, and monoterpene emissions are the values simulated by the general circulation model. The standard YIBs vegetation comprises eight plant functional types: C3-grassland, C4-grassland, crop, deciduous broadleaf forest, evergreen broadleaf forest, evergreen needleleaf forest, shrubland, and tundra. The model code was modified to include four additional land cover types: (1) oil palm plantations; (2) rubber tree plantations; (3) other tree plantations; and (4) dipterocarp evergreen broadleaf forest. Relative to the forests of the Amazon, the tropical forests of MSEA contain a larger proportion of evergreen dipterocarp forests (Hewitt et al., 2010). The dipterocarp evergreen broadleaf forest PFT was added to account for the comparatively lower isoprene emission capacity (Langford et al., 2010; Stavrakou et al., 2014) of the natural forests of MSEA. In each model grid cell, an individual canopy is simulated for each PFT. The canopy radiative transfer scheme divides each canopy into a flexible number of vertical layers (generally 2–16). In each layer, sunlit leaves use direct photosynthetically active radiation (PAR) for leaf-level photosynthesis, while shaded leaves use diffuse PAR (Spitters et al., 1986).

YIBs features a process-based biochemical model of isoprene emission in which the rate of isoprene production dynamically depends on the electron-transport-limited rate of photosynthetic carbon assimilation (Arnett et al., 2007; Unger et al., 2013). For each PFT, the isoprene emission rate depends linearly on the fraction of electrons available to undergo isoprene synthesis, the calculation of which requires prescription of a PFT-specific leaf-level isoprene basal emission rate (BER) at standard conditions. The leaf-level isoprene emission rate additionally depends on the atmospheric CO$_2$ concentration and the simulated canopy temperature and PAR. The ability of the model to simulate isoprene emissions has been evaluated extensively against multiple above-canopy flux datasets from tropical and temperate ecosystems (Unger et al., 2013). The model simulated the local flux magnitude within a factor of two at nine specific measurement sites, some of which correspond to short (weeks-long) measurement campaigns (Unger et al., 2013). Temperature-dependent leaf-level monoterpene emissions, functionally α-pinene, likewise vary by ecosystem type, similarly through prescription of PFT-specific basal emission rates (Guenther et al., 1995; Lathière et al., 2006). Recent work suggests that tropical monoterpene emissions exhibit both light and temperature dependency (Guenther et al., 2012; Jardine et al., 2015, 2017) that is not included in the emission algorithm here but may be explored in future work.
Aerosol and gas-phase chemistry are fully coupled, and the chemical mechanism is fully coupled to the climate modules (e.g., radiation and dynamics). All simulations apply ozone and aerosol climatologies to the radiation code (Schmidt et al., 2014), but simulated changes in ozone and aerosols can impact calculated photolysis rates. In this study, aerosols do not affect cloud properties. Observation-based, monthly-varying, five-year-average sea surface temperature and sea ice fields are prescribed according to the Hadley Centre Sea Ice and Sea Surface Temperature dataset (Rayner et al., 2003).

ModelE2 has previously undergone extensive, rigorous validation of simulated present-day tropospheric and stratospheric chemical composition, circulation, and ozone forcing using multiple observational datasets (Shindell et al., 2006; Shindell et al., 2013). Shindell et al. (2013) compared simulated monthly zonal-mean total column ozone to that from observations (2000–2010 means) from the Total Ozone Mapping Spectrometer and the Ozone Monitoring Instrument (McPeters et al., 2008), finding: simulated zonal-mean total column ozone in the tropics shows little bias (< 5%) against measurements for each month, and, in the Northern Hemisphere middle and high latitudes, biases are smaller in the summer months (< 10%) than in the winter months (around 15–20%). Shindell et al. (2013) find only a small negative bias (-0.016 W m⁻²) in the present-day global-average radiative impact of modeled tropospheric ozone relative to TES-derived tropospheric ozone. They note that the strongest biases in ozone concentrations in ModelE2 are generally located in regions where ozone exhibits little effect on radiation (Shindell et al., 2013). More recently, Harper et al. (2018) compared annual-mean ozone concentrations simulated by ModelE2 (representative of year 2005) with an ozonesonde climatology based on measurements taken over 1995–2011 (Tilmes et al., 2012), finding lower model biases at higher pressures (e.g., +2.6% at 200 hPa compared to +16.9% at 800 hPa).

A number of uncertainties exist related to both isoprene oxidation chemistry and SOA formation. For example, field measurements, including one campaign over Borneo (Stone et al., 2011), indicate that OH concentrations over the pristine tropical rainforest are much higher than predicted by known isoprene chemistry (Lelieveld et al., 2008; Martinez et al., 2010; Stone et al., 2011). A number of OH-recycling mechanisms associated with isoprene oxidation have been proposed (e.g., da Silva et al., 2010; Lelieveld et al., 2008; Paulot et al., 2009; Peeters et al., 2009). Other researchers have argued that the high measured OH concentrations may be an artifact of the type of instrumentation employed, which results in an artificial inflation of the measured concentrations (Mao et al., 2012). No OH recycling is applied in the OH-initiated isoprene oxidation pathway in the chemical mechanism of ModelE2-YIBs because of the significant uncertainties associated with this aspect of isoprene chemistry. Importantly, Warwick et al. (2013) found that inclusion of OH recycling had little impact on the magnitude or distribution of surface ozone changes induced by biogenic emission changes from total conversion of Bornean tropical forest to oil palm plantations. However, some studies suggest that the simulation of ozone and other oxidants is sensitive to the isoprene chemical mechanism that is applied (e.g., Archibald et al., 2010; Emmerson and Evans (2009); Knote et al. (2015)). Furthermore, the appropriateness of using α-pinene to represent monoterpenes as a single lumped species in global modeling is an active area of research. Friedman and Farmer (2018) find order-of-magnitude
differences in SOA yields for OH-oxidation of different monoterpene species, but a clear explanation based on isomer structure remains largely elusive. While Friedman and Farmer (2018) find that the magnitude of the SOA yield from α-pinene is in the “mid-range” of the yields among the analyzed monoterpene species, other studies have shown that this may not be the case for other oxidation pathways (e.g., Draper et al., 2015). The appropriateness of using the two-product scheme for SOA production in global models is likewise an open question (e.g., Tsigaridis et al., 2014) and is discussed in more detail in Sect. 4. Future work would benefit from an exploration of the impact on radiative forcing induced through application of different mechanisms of (1) isoprene photooxidation and (2) SOA formation (e.g., Surratt et al., 2010; Zhang et al., 2018).

2.2 Vegetation datasets

The land cover distributions for MSEA that are applied to the simulations are built from the results of a visual classification of Landsat images that additionally used high-resolution Google Earth images and other datasets (e.g., maps of roads) to aid image interpretation (Gunarso et al., 2013). The Gunarso et al. (2013) classification encompasses 22 land cover types in 30 m × 30 m pixels for the principal oil-palm-producing regions of maritime Southeast Asia – Papua New Guinea, Malaysia (Peninsular Malaysia, Sabah, and Sarawak), and three regions of Indonesia (Kalimantan, Papua, and Sumatra) – nominally for 1990, 2000, 2005, and 2010. The year 2010 Gunarso et al. (2013) dataset relies on some 2009 Landsat images due to intense cloudiness in 2010. As Gunarso et al. (2013) did not perform classification for Papua New Guinea for 2005, the areal coverage for the grid cells in this region for this year is estimated here through linear interpolation of the year 2000 and 2010 Gunarso et al. (2013) datasets. The Gunarso et al. (2013) classification for 1990 for Indonesia is likewise incomplete; in this dataset, the pixels classified for 1990 are principally those that are oil palm in 1990 or eventually become oil palm. The Gunarso et al. (2013) classification for 2000 was applied to all Indonesian pixels that were not classified in 1990. As such, the 1990 Indonesian land cover map that is applied to the ModelE2-YIBs simulations is a hybrid of 1990 and 2000 data. While Indonesian oil palm cover in 1990 is accurate within the limits of the classification methodology, Indonesian forest cover is presumably lower in the hybrid dataset than it was in reality in 1990, which means that Indonesian forest loss over the period 1990–2010 is likely underestimated in this study.

Using the 30 m × 30 m pixels from the Gunarso et al. (2013) analysis, including the estimates described above for 2005 in Papua New Guinea and 1990 in Indonesia, the areal coverage of each of the 22 land cover types was quantified for each 2°-latitude × 2.5°-longitude ModelE2-YIBs grid cell and distributed on the ModelE2-YIBs land surface map. Seventeen of the twenty-two land cover types of the Gunarso et al. (2013) dataset were aggregated into a set of eight cover types (Table S1). Four of the cover types in the aggregated set (shrubland, crops, C4-grassland, and bare ground) belong to the standard set of YIBs cover types, while the other four cover types (dipterocarp forest, oil palm plantations, rubber plantations, and other tree...
plantations) are new cover types added to YIBs for this study. The aggregation and subsequent calculation of fractional areal coverage of land for these eight cover types ignored five minor land cover types from the Gunarso et al. (2013) classification: water bodies, coastal fish ponds, mining areas, settlements, and pixels that are unclassified due to clouds.

In the land cover dataset applied to YIBs, 1990–2010 forest loss is likely underestimated because (1) the 1990 Indonesian forest extent is partially derived from the Gunarso et al. (2013) year 2000 map due to unclassified land area in the Gunarso et al. (2013) year 1990 map and (2) deforestation in this dataset represents complete removal of a forest patch and does not account for forest degradation. The ModelE2-YIBs dipterocarp forest PFT combines the “disturbed” and “undisturbed” forest classes from the Gunarso et al. (2013) analysis (Table S1); thus, reduction in forest basal area from partial logging of a forest does not register as forest loss in the YIBs dataset as long as the affected patch still meets the Gunarso et al. (2013) classification criteria for the disturbed forest class. An analysis of the leaf area index (LAI) of rainforest plots in Central Sulawesi, Indonesia, under different land use regimes found that disturbance of the forest by selective logging reduced the LAI below the 6.2 m²[leaf] m²[ground] value measured for the undisturbed natural forest (Dietz et al., 2007). Removal of “small-diameter” trees reduced LAI to 5.3 m² m⁻², while removal of “large-diameter” trees reduced LAI to 5.0 m² m⁻² (Dietz et al., 2007). Thus, disturbed (selectively logged) forests maintain a high LAI, suggesting that combining the disturbed and undisturbed forest classes into a single PFT is well justified for the purposes of this study.

The Landsat-based YIBs-compatible land cover distributions are applied to the 57 model grid cells covering Peninsular Malaysia, Sumatra, Borneo, and New Guinea (Figure S1). The simulations apply non-zero areal extents of the four new land cover types only in MSEA. Table 1 shows, for the new land cover types, the assigned physical parameters (including LAI and vegetation height), photosynthetic parameters, and leaf-level basal emission rates of isoprene and monoterpenes.

The static land cover distribution applied to the rest of the world is the year 2000 land cover distribution developed for the Community Land Model (CLM; Oleson et al., 2010) using multiple satellite datasets, including retrievals from both MODIS (Hansen et al., 2003) and AVHRR (DeFries et al., 2000). The 16-PFT data were aggregated into the standard set of eight YIBs PFTs (Yue and Unger, 2015). Gridded PFT-specific LAI and vegetation height parameters are prescribed. For the rest-of-world vegetation, prescribed LAI are derived from CLM (Oleson et al., 2010); and prescribed heights are the output of a 140-year ModelE2-YIBs simulation (Yue and Unger, 2015) that simulated dynamic carbon allocation, used the same CLM land cover distribution described here, and was forced with year 2000 meteorology from the WFDEI (WATCH Forcing Data methodology applied to ERA-Interim data; Weedon et al., 2014) dataset.
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maintain forest or subsistence crops (e.g., fruit and timber trees) (Scales and Marsden, 2008). Many agroforest plots in Southeast Asia contain a diverse array of vegetation, including oil palm, rubber trees measured in 49 stands in Peninsular Malaysia (Suratman et al., 2004). LAI: Rubber trees are evergreen trees in the humid tropics (Li et al., 2016). Assigned LAI measured for a mature oil palm plantation in Malaysian Borneo (Misztal et al., 2009). Height and LAI: Measurements from 12 common tree species in the forest of Sulawesi, Indonesia (38.4 m of two measurements from five common tree species in the forest of Sulawesi, Indonesia (38.4 m) and leaf temperature (30°C). (4) SLA: specific leaf area; (5) PAR absorptance: the fraction of PAR photons incident on the leaf that are absorbed by the leaf; (6) vegetation height; and (7) leaf area index (LAI).

Parameters: (1) Vcmax25: maximum photosynthetic capacity at 25°C; (2) Ic: leaf-level isoprene basal emission rate (BER) at standard conditions of incident photosynthetically active radiation (PAR: 1000 µmol photons m⁻² s⁻¹) and leaf temperature (30°C); (3) Mc: leaf-level monoterpene BER at standard conditions of incident PAR (1000 µmol photons m⁻² s⁻¹) and leaf temperature (30°C); (4) SLA: specific leaf area; (5) PAR absorptance: the fraction of PAR photons incident on the leaf that are absorbed by the leaf; (6) vegetation height; and (7) leaf area index (LAI).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dipterocarp forest</th>
<th>Oil palm plts²</th>
<th>Rubber plts³</th>
<th>Other tree plts⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vcmax25 (µmol CO₂ m⁻² s⁻¹)</td>
<td>40</td>
<td>42</td>
<td>44</td>
<td>40</td>
</tr>
<tr>
<td>Ic (µgC g⁻¹ (leaf dry weight) h⁻¹)</td>
<td>2</td>
<td>153</td>
<td>0.17</td>
<td>2</td>
</tr>
<tr>
<td>Mc (µgC g⁻¹ (leaf dry weight) h⁻¹)</td>
<td>0.6</td>
<td>0</td>
<td>25</td>
<td>0.6</td>
</tr>
<tr>
<td>SLA (m² (leaf) kg⁻¹ (leaf))</td>
<td>9.9</td>
<td>10.5</td>
<td>9.9</td>
<td>9.9</td>
</tr>
<tr>
<td>PAR absorptance</td>
<td>0.9</td>
<td>0.93</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Height (m)</td>
<td>35</td>
<td>12</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>LAI (m² [leaf] m⁻² [ground])</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5.3</td>
</tr>
</tbody>
</table>

- a) Vcmax25: Value assigned to the standard evergreen broadleaf forest PFT in YIBs. This value is supported by the average of measurements from five common tree species in the forest of Sulawesi, Indonesia (38.4 m). Ic: Upper limit of the BER (< 2 µgC g⁻¹ h⁻¹) reported for the species Dipterocarpus obtusifolia (Geron et al., 2006). Three additional tree species in the Dipterocarpaceae family are likewise reported to have low leaf-level isoprene emission rates, where low indicates an emission rate on the order of 0.1 µgC g⁻¹ h⁻¹ (actual numerical rates are not provided; Klinger et al., 2002). Mc: Calculated as the mean of the measured leaf-level emission rates for 11 dipterocarp species (Llusia et al., 2014).
- c) Vcmax25: Kositsup et al., 2009. Ic: Geront et al., 2006; Klinger et al., 2002. Mc: Baker et al., 2005; Klinger et al., 2002. SLA and PAR absorptance: Values assigned to the standard evergreen broadleaf forest PFT in YIBs. Height: Mean height of rubber trees measured in 49 stands in Peninsular Malaysia (Suratman et al., 2004). LAI: Rubber trees are evergreen trees in the humid tropics (Li et al., 2016). Assigned LAI measured for a mature oil palm plantation in Malaysian Borneo (Misztal et al., 2011).
- d) Description: This PFT is a combination of the timber plantation and mixed tree crop / agroforest cover types from the Gunarso et al. (2013) land cover classification scheme that is used to build the maritime Southeast Asian land cover distribution maps that are applied to the ModelE2-YIBs simulations. Typical species grown on timber plantations include Gmelina sp., Paraserianthes falcataria, and Acacia mangium (Gunarso et al., 2013). Southeast Asian agroforest plots can contain a diverse array of vegetation, including oil palm, rubber trees, herbaceous crops, and many other tree species used as cash or subsistence crops (e.g., fruit and timber trees) (Scales and Marsden, 2008). Many agroforest plots in Southeast Asia maintain forest-like structural characteristics, despite the fact that they are cultivated, rather than natural, systems (Scales and Marsden, 2008).
Marsden, 2008). Vcmax25: Value assigned to both the evergreen broadleaf forest and crops classes in YIBs. Ic: Same as dipterocarp forest PFT. Low-isoprene-emitting rubber trees are prevalent in Indonesian agroforest systems (Scales and Marsden, 2008), warranting a low BER for this agroforest-containing PFT. The average Ic (4.7 µgC g⁻¹ h⁻¹) based on two common timber species – Acacia mangium (Klinger et al., 2002) and Gmelina arborea (Singh et al., 2014) – is similar in magnitude to the Ic for the dipterocarp forest PFT, providing further justification for assignment of a low Ic. Ms: Same as dipterocarp forest PFT. Similar Ms is reported for Acacia mangium (0.66 µgC g⁻¹ h⁻¹; Klinger et al., 2002). SLA and PAR absorptance: Values assigned to the standard evergreen broadleaf forest PFT in YIBs. Height: Reported height measured for plots of an agroforest (Dietz et al., 2007) and a timber plantation (Krisnawati et al., 2011). LAI: Mean LAI reported for three agroforest plots in Central Sulawesi, Indonesia (Dietz et al., 2007). Timber plantation class from Gunarso et al. (2013) has a partially open canopy, indicating a lower LAI than for the natural forest PFT.

Table 2 shows the areal extents of YIBs land covers in MSEA for 1990, 2005, and 2010. Figure S1 in the Supplement shows the regional land cover distribution for 1990. Over 1990–2010, 11.3 Mha of natural rainforest was lost (-8% relative to 1990). Forest loss was widespread on Borneo, Sumatra, and Peninsular Malaysia (Figure S2). Contraction of rubber plantations (-1.4 Mha) was primarily confined to Sumatra and Peninsular Malaysia. The high-isoprene-emitting oil palm class experienced the largest absolute increase in areal extent over the study era (+9.6 Mha, +267%). Widespread expansion occurred on Sumatra, Borneo, and Peninsular Malaysia.

Table 2: Areal extents (Mha) of eight YIBs land cover types in maritime Southeast Asia. Extents encompass only the 57 grid cells that apply the land cover distributions derived from the Gunarso et al. (2013) analysis. The changes in areal extent (in Mha) relative to 1990 are listed in parentheses for 2005 and 2010.

<table>
<thead>
<tr>
<th>YIBs land cover</th>
<th>1990</th>
<th>2005</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shrubland</td>
<td>29.7</td>
<td>30.5 (+0.8)</td>
<td>30.8 (+1.1)</td>
</tr>
<tr>
<td>Crops</td>
<td>10.6</td>
<td>11.3 (+0.7)</td>
<td>13.1 (+2.6)</td>
</tr>
<tr>
<td>C4-grassland</td>
<td>3.2</td>
<td>2.9 (-0.3)</td>
<td>2.9 (-0.3)</td>
</tr>
<tr>
<td>Bare</td>
<td>2.8</td>
<td>3.3 (+0.5)</td>
<td>3.6 (+0.8)</td>
</tr>
<tr>
<td>Oil palm plantations</td>
<td>3.6</td>
<td>9.8 (+6.3)</td>
<td>13.2 (+9.6)</td>
</tr>
<tr>
<td>Rubber plantations</td>
<td>7.8</td>
<td>6.7 (-1.1)</td>
<td>6.4 (-1.4)</td>
</tr>
<tr>
<td>Other tree plantations</td>
<td>14.0</td>
<td>13.7 (-0.3)</td>
<td>12.9 (-1.1)</td>
</tr>
<tr>
<td>Dipterocarp rainforest</td>
<td>140.6</td>
<td>134.0 (-6.7)</td>
<td>129.3 (-11.3)</td>
</tr>
</tbody>
</table>

2.3 Simulation configurations

Table 3 summarizes the configurations of nine global chemistry–climate simulations. Two principal time-slice simulations – 2010land_base and 1990land_base – are used to diagnose the global-mean radiative perturbation associated with the
atmospheric composition changes induced by 1990–2010 land cover change in MSEA. The two simulations differ only in terms of the year of the applied maritime Southeast Asian land cover distribution, which is indicated in the simulation names. The regional land cover changes are imposed on a background climate and atmosphere representative of year 2010; that is, both the 2010 land cover distribution in the perturbation simulation and the 1990 land cover distribution in the control simulation are exposed to the climate state, atmospheric CO₂ concentration, and background atmosphere representative of year 2010. The present-day rest-of-world land cover distribution is identical for all simulations. All simulations were run for 13 years, and averages over the final 10 years of output were used for analysis. The impact of 1990–2010 maritime Southeast Asian land cover change, denoted ΔLC, on atmospheric composition and radiative balance is diagnosed as 2010land_base minus 1990land_base (Table 4). Seven additional simulations (Tables 3 and 4) probe the sensitivity of the radiative forcing results to: (1) the applied background atmosphere; (2) the degree of regional land cover change; (3) the magnitude of the isoprene BER assigned to the oil palm plantation PFT; and (4) the magnitude of the isoprene BER assigned to the dipterocarp forest PFT.

Isoprene production in ModelE2-YIBs is calculated as a semi-mechanistic function of photosynthetic carbon assimilation (Unger et al., 2013). Isoprene emissions are sensitive to simulated changes in the parameters that affect photosynthesis, including the background climate state (e.g. temperature, PAR, and soil moisture) and the atmospheric CO₂ concentration. Simulated monoterpene emissions are likewise sensitive to temperature shifts (Lathière et al., 2006). Following emission, the atmospheric processing of isoprene and monoterpene is influenced by the background atmospheric composition; for example, the availability of NOₓ affects the VOC-driven production of both ozone (Sillman, 1999) and SOA (Tsagaridis and Kanakidou, 2007). The calculation 2010land_1990atm minus 1990land_1990atm, denoted ΔLC-1990atm, is designed to test the influence of the prescribed background state upon which the maritime Southeast Asian land cover changes are imposed (Table 4). Relative to the main set of simulations probing Southeast Asian land cover change (i.e., ΔLC), the ΔLC-1990atm simulations prescribe identical changes in Southeast Asian land cover, but impose the changes on a background state representative of year 1990 rather than year 2010 (Table 3). The different background states can lead to different isoprene and monoterpene-driven impacts on ozone and SOA concentrations from the identical prescribed land cover changes by influencing (1) the magnitude and distribution of the isoprene and monoterpene emission changes associated with the land cover changes and (2) the atmospheric processing of the emitted isoprene and monoterpene.

A third pair of simulations (2005land_base minus 1990land_base, denoted ΔLC-2005) quantifies the global impacts of 1990–2005 maritime Southeast Asian land cover change (Table 4). Because the land cover distributions in both the control and perturbation simulations experience 2010 background conditions, ΔLC-2005 represents the impacts in 2010 that would have been expected had land cover remained static after 2005. Because land cover in MSEA is rapidly changing and there is uncertainty associated with the classification procedures used to create the land cover maps (Sect. 2.2), such information
provides insight into the degree to which the land-cover-change-driven forcing depends on the exact land cover distribution that is applied.

The fourth pair of simulations (2010land_OPber minus 1990land_OPber, denoted ΔLC-OPber) probes the sensitivity of the land-cover-change-induced impacts on atmospheric composition and climate to the magnitude of the isoprene BER applied to oil palm plantations (Table 3). Halving the isoprene BER applied to oil palm plantations brings the simulated 24-h mean isoprene emission rate from oil palm plantations for 2010 close to the rate measured using above-canopy fluxes (described in Sect. 3.3). Similarly, the fifth pair of simulations (2010land_DPTber minus 1990land_DPTber, denoted ΔLC-DPTber) probes the sensitivity of the radiative forcing from 1990–2010 land cover change to the magnitude of the isoprene BER applied to dipterocarp forests. In this sensitivity analysis, the dipterocarp forest isoprene BER is increased by a factor of 12, making it equivalent to the isoprene BER assigned to the standard evergreen broadleaf forest PFT in YIBs (Table 3).

Table 3: Simulation configurations.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Southeast Asian land cover</th>
<th>Other boundary conditions</th>
<th>Isoprene BER for oil palm</th>
<th>Isoprene BER for dipterocarp forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010land_base</td>
<td>2010</td>
<td>2010</td>
<td>Measured</td>
<td>Measured</td>
</tr>
<tr>
<td>1990land_base</td>
<td>1990</td>
<td>2010</td>
<td>Measured</td>
<td>Measured</td>
</tr>
<tr>
<td>2010land_1990atm</td>
<td>2010</td>
<td>1990</td>
<td>Measured</td>
<td>Measured</td>
</tr>
<tr>
<td>2005land_base</td>
<td>2005</td>
<td>2010</td>
<td>Measured</td>
<td>Measured</td>
</tr>
<tr>
<td>2010land_OPber</td>
<td>2010</td>
<td>2010</td>
<td>½ × measured</td>
<td>Measured</td>
</tr>
<tr>
<td>1990land_OPber</td>
<td>1990</td>
<td>2010</td>
<td>½ × measured</td>
<td>Measured</td>
</tr>
<tr>
<td>2010land_DPTber</td>
<td>2010</td>
<td>2010</td>
<td>Measured</td>
<td>12 × measured</td>
</tr>
<tr>
<td>1990land_DPTber</td>
<td>1990</td>
<td>2010</td>
<td>Measured</td>
<td>12 × measured</td>
</tr>
</tbody>
</table>

a) The non-land-cover variable boundary conditions include: well-mixed greenhouse gas (CH₄, CO₂, N₂O, and halocarbon) mixing ratios applied to model radiation; CH₄, N₂O, and halocarbon mixing ratios applied to atmospheric chemistry; CO₂ mixing ratio applied to the land biosphere; reactive emissions of carbon monoxide (CO), ammonia (NH₃), NOₓ, sulfur dioxide (SO₂), non-methane volatile organic compounds (NMVOCs), black carbon (BC), and organic carbon (OC) from anthropogenic and biomass burning sectors; sea surface temperatures; and sea ice fields. Monthly sea ice and sea surface temperature fields are five-year averages centered on the simulation year.
<table>
<thead>
<tr>
<th>Identifier</th>
<th>Calculation</th>
<th>Description</th>
</tr>
</thead>
</table>

### 3 Results and discussion

#### 3.1 Gross primary production and isoprene and monoterpene emissions

Simulated global gross primary production (GPP) for 2010 is 124 PgC y⁻¹ (simulation 2010land_base), which almost precisely matches an estimate derived from flux-tower measurements that is representative of 1998–2005: 123 ± 8 PgC y⁻¹ (mean ± 1 standard deviation; Beer et al., 2010). The simulated 1990 global GPP of 108 PgC y⁻¹ (simulation 1990land_1990atm) is outside of the 1-standard-deviation range of the observation-based mean, but falls within the 95% confidence interval (102–135 PgC y⁻¹; Beer et al., 2010). Guenther et al. (2012) collated contemporary global annual BVOC emission estimates from the literature, finding ranges of 309–706 TgC y⁻¹ for isoprene and 26–156 TgC y⁻¹ for monoterpines. The model estimates for 1990 (325 TgC y⁻¹ isoprene and 90 TgC y⁻¹ monoterpines for simulation 1990land_1990atm) and 2010 (363 TgC y⁻¹ isoprene and 77 TgC y⁻¹ monoterpines) fall within these ranges. Using the same process-based, leaf-level isoprene production algorithm employed in ModelE2-YIBs, although driven with different forcing datasets, Hantson et al. (2017) predict contemporary isoprene emissions (385 TgC y⁻¹; 1971–2000 mean) that are 18% higher than those predicted here for 1990 and only 6% higher than those predicted here for 2010.

In MSEA, 2010 isoprene emission rates are generally higher on Sumatra, Peninsular Malaysia, and Borneo than on the island of New Guinea (Figure S3), which maintains high areal coverage of low-isoprene-emitting dipterocarp rainforests. Rubber plantations contributed 56% (1.6 TgC y⁻¹) of the regional monoterpine emissions in 2010, while oil palm (8.8 TgC y⁻¹) and...
shrubs (5.8 TgC y\(^{-1}\)) dominated regional isoprene emissions (55% and 36%, respectively). The low-isoprene-emitting dipterocarp rainforests, which covered 61% of the region’s land surface in 2010, were responsible for only 8% of regional isoprene emissions. The strong contributions made by rubber and oil palm plantations to the regional monoterpene and isoprene budgets, respectively, underscore the importance of explicitly accounting for these land covers in regional land use and land cover change analyses.

Regional 1990–2010 land cover change induced a negligible decrease in regional GPP (-0.1 PgC y\(^{-1}\)), which is principally attributed to an increase from oil palm (+0.3 PgC y\(^{-1}\)) and a decrease from dipterocarp rainforests (-0.4 PgC y\(^{-1}\)). Regional land cover change induced annual emissions changes of +6.5 TgC y\(^{-1}\) isoprene and -0.5 TgC y\(^{-1}\) monoterpenes. The land-cover-change-driven net increase in regional isoprene emissions is almost entirely due to expansion of industrial oil palm plantations (+6.4 TgC y\(^{-1}\), +271% relative to 1990 oil palm isoprene emissions). Regional isoprene emissions from shrubs increased by 4.2% (+0.2 TgC y\(^{-1}\)), associated with a 3.7% increase in shrubland. The large loss of dipterocarp rainforest had little impact on isoprene emissions (-0.1 TgC y\(^{-1}\)), as this PFT is a weak isoprene emitter. Contraction of rubber plantation extent was largely responsible for the reduction in monoterpene emissions (-0.4 TgC y\(^{-1}\)).

### 3.2 Atmospheric composition

Low surface ozone concentrations are simulated for the pristine atmospheres of the tropical forests. In the Southeast Asia study region in 2010 (2010land_base), the less disturbed landscapes of Borneo and New Guinea exhibit lower surface ozone concentrations than the comparatively more industrialized regions of Sumatra and Peninsular Malaysia (Figure S4). Considering only the grid cells in the 57-grid-cell study area that are majority (> 50%) forest by area, simulated annual-mean surface ozone concentrations in 2010 are 9.0 ppbv in New Guinea (n=10) and 9.5 ppbv in Borneo (n=7). Considering only the grid cells that are > 85% forest by area, simulated ozone concentrations are 7.8 ppbv in New Guinea (n=4) and 7.2 ppbv in Borneo (n=2). Measurements at a rainforest site in Malaysian Borneo in 2008 found daytime surface-level ozone mixing ratios of 5–8 ppbv (Hewitt et al., 2010), providing support for the low ozone concentrations simulated over the highly forested regions of the study area.

1990–2010 land cover change in MSEA drove a reduction in annual-mean surface ozone concentrations over Borneo, Peninsular Malaysia, and Sumatra (Figure 1). Negligible changes occurred over New Guinea. Isoprene oxidation is more implicated in ozone production and loss rather than SOA formation (whereas monoterpenes are more implicated in SOA formation). Regionally, small surface ozone enhancements are simulated over the marine environment, with maximum enhancements occurring over the ocean to the west of Sumatra. Because this region exhibits low surface ozone concentrations, the small absolute changes (-3.8 to +0.8 ppbv) translate into comparatively large relative changes (-18.3% to +4.3%).
Simulated reductions in surface ozone largely occur in the regions of enhanced isoprene emissions, specifically Peninsular Malaysia, Sumatra, and Borneo (Figure S5). Surface ozone reductions occurring in response to enhanced VOC emissions in low-NO_x conditions are associated with an increase in the relative importance of ozone destruction reactions (e.g., direct reaction of the VOC with ozone) (Ashworth et al., 2012; Sillman, 1999). NO_x surface emissions in the analysis region were, on average, 0.036 mgN m^-2 h^-1 in 2010. Based on atmospheric chemical modeling in conjunction with aircraft and ground measurements in Borneo, NO_x fluxes for 2008 were inferred as 0.009 mgN m^-2 h^-1 over a rainforest site and 0.019 mgN m^-2 h^-1 over an oil palm plantation (Hewitt et al., 2009). The applied NO_x emissions are slightly higher than, but the same order of magnitude as, the observation-based inferred fluxes, providing support for the “NO_x-sensitive regime” (Sillman, 1999) that is modeled in this study.

Previous studies have shown that the sign and strength of the regional surface ozone response to increased isoprene strongly depend on availability of NO_x (Ashworth et al., 2012; Silva et al., 2016; Warwick et al., 2013). When applying contemporary NO_x emissions from published inventories, both Warwick et al. (2013) and Ashworth et al. (2012) simulated local surface ozone reductions in response to increased isoprene emissions from regional oil palm expansion. The Warwick et al. (2013) study was an idealized simulation that carpeted Borneo in oil palm, while the Ashworth et al. (2012) study applied future projections of oil palm expansion for biofuel production. Both studies found that increasing the NO_x emissions in the region of land conversion (to account for enhanced fertilizer application and industrial processing of the oil palm) enhanced surface ozone concentrations (Ashworth et al., 2012; Warwick et al., 2013). In a study focused on estimating the air quality impacts associated with 2010 oil palm cover compared to a no-oil-palm landscape, Silva et al. (2016) simulated increased surface ozone concentrations over much of the region. They found that some low-NO_x regions (e.g., parts of Borneo) exhibited surface ozone reductions in response to increased isoprene emissions (Silva et al., 2016). The differences in the simulated impacts on regional surface ozone between this study and the Silva et al. (2016) study are likely due to the magnitude of the applied regional NO_x emissions.

The simulated changes in atmospheric composition might be a response not only to altered isoprene and monoterpenes emissions, but also to changes in the deposition of atmospheric species induced by changes in leaf density (Wong et al., 2018) or related changes, such as surface roughness, stomatal conductance, and evapotranspiration, that are affected by the applied changes in land cover distribution. Here, the relative changes in regional ozone deposition rates (-19.7 to +4.3%) are similar to the relative changes in regional surface-level ozone concentrations (-18.3 to +4.3%) from 1990–2010 regional land cover change, in part because the ozone deposition rate depends on the atmospheric concentration change. While increased isoprene emission leading to increased isoprene ozonolysis drives ozone losses near the surface, a formal quantitative attribution analysis disentangling the relative roles of emission and deposition changes requires further complex sensitivity simulations that are beyond the scope of this analysis. In their analysis of Southeast Asian oil palm expansion, Silva et al. (2016) simulated increased surface ozone concentrations over much of the region. They found that some low-NO_x regions (e.g., parts of Borneo) exhibited surface ozone reductions in response to increased isoprene emissions (Silva et al., 2016). The differences in the simulated impacts on regional surface ozone between this study and the Silva et al. (2016) study are likely due to the magnitude of the applied regional NO_x emissions.
used sensitivity studies to determine that the induced BVOC emission changes, rather than altered deposition rates from LAI changes, were almost exclusively responsible for the simulated surface ozone changes.

Figure 1: Changes in annual-mean ozone mixing ratio (ppbv) due to 1990–2010 maritime Southeast Asian land cover change: a) Southeast Asian surface-level ozone; b) global surface-level ozone; c) tropospheric ozone at 335 hPa; and d) global-mean ozone profile.

While the strongest impacts of regional land cover change on annual-mean surface ozone are confined to Southeast Asia, weak long-range enhancements are simulated, particularly over the tropical ocean (< 1 ppbv over Indian Ocean, < 0.5 ppbv
Elsewhere (Figure 1). Enhanced isoprene oxidation drives an increase in the formation of alkyl nitrates, which are NO\textsubscript{X} reservoirs. Alkyl nitrates sequester reactive NO\textsubscript{X} upon formation and can undergo long-range transport, eventually releasing the NO\textsubscript{X} far from the source region (Atherton, 1989). Thus, alkyl nitrate perturbations provide a mechanism for ozone perturbations to occur far from the site of the hydrocarbon emission change (Hollaway et al., 2017); here, resulting in ozone enhancements over the tropical ocean.

With decreasing atmospheric pressure, the long-range impact on ozone spreads beyond the tropics and generally grows in magnitude (Figure 1). The global-mean ozone enhancement increases in magnitude as altitude increases from the surface to ~100 hPa (Figure 1). Considering the troposphere, the global-mean ozone enhancement from regional land cover change is on the order of 0.5 ppbv in the upper troposphere (e.g., at 237 hPa), compared to < 0.1 ppbv in the lower troposphere (at pressures > 875 hPa). The maximum relative change in the global-mean ozone mixing ratio is +0.6%, occurring at 160 hPa. While enhanced alkyl nitrate formation can likewise play a role in the free tropospheric ozone changes (as for surface ozone), additional mechanisms of ozone change (including in situ production from transported isoprene and its degradation products) are also implicated, as described below.

The land-cover-change-driven maritime Southeast Asian isoprene perturbations occur in a region of deep convection (Folkins et al., 1997). The co-location of emissions perturbations and strong vertical transport results in changes in chemical composition throughout the atmosphere (Figure 2). The strongest zonal-mean enhancements in isoprene occur in the lower troposphere at pressures > 850 hPa (maximum = +88%, occurring near the equator). As a doubly unsaturated hydrocarbon, isoprene is highly reactive in the oxidizing atmosphere. Most of the increased isoprene is rapidly oxidized in the lower atmosphere, yet some is transported to the middle and upper troposphere by strong tropical convection. The isoprene enhancements are generally weaker in the middle and upper troposphere relative to the lower troposphere; considering pressures < 850 hPa, the relative change peaks at +37% at 139 hPa, 5 °N.

Upper-tropospheric enhancements in isoprene have been predicted by global model simulations (Collins et al., 1999) and have been observed in convective events over Canada (Apel et al., 2012). When transport-driven isoprene enhancements occur in the presence of lightning NO\textsubscript{X} emissions, upper-tropospheric ozone enhancements are predicted (Apel et al., 2012). Lightning NO\textsubscript{X} is prevalent in the tropical upper troposphere (Beirle et al., 2010; Boersma et al., 2005), and annual-mean upper-tropospheric ozone enhancements are simulated in this study. The largest zonal-mean tropospheric ozone changes induced by regional land cover change occur in the tropical near-tropopause region (Figure 2), which is particularly important from a climate perspective because the climate impact of a unit of tropospheric ozone change increases with altitude and is maximized at the tropopause (Lacis et al., 1990). The maximum zonal-mean tropospheric ozone enhancement is +1.4 ppbv (99 hPa, 5 °S).
Formaldehyde (HCHO) is a high-yield oxidation product of isoprene (Wolfe et al., 2016). In response to maritime Southeast Asian land cover change, enhanced zonal-mean formaldehyde mixing ratios are simulated along the equator from the surface to the upper troposphere (Figure 2). The strongest changes occur in the lower troposphere, with weaker enhancements in the middle and upper troposphere. Increased upper-tropospheric formaldehyde can result from direct convection of formaldehyde or from in situ production following convection of its precursors (e.g., isoprene).

Figure 2: Changes in annual zonal-mean concentrations of a) isoprene, b) ozone, c) formaldehyde, d) CO, e) alkyl nitrates, f) NOX, and g) HOX from 1990–2010 maritime Southeast Asian land cover change. Black traces indicate tropopause location.

Laboratory measurements suggest that, in high-NOX conditions, 60% of isoprene-derived carbon in the atmosphere eventually becomes CO (Miyoshi et al., 1994). Zonal-mean CO enhancements are simulated for most of the atmosphere, with peak upper-tropospheric enhancements > 1 ppbv (Figure 2). CO is itself an ozone precursor, contributing to the simulated ozone enhancements. The isoprene and formaldehyde change signatures suggest vertical transport in the absence of significant horizontal mixing, which is expected given their short lifetimes on the order of hours. With a lifetime on the
order of a few months, CO can undergo significant mixing before being destroyed, explaining why its perturbations are more widely distributed throughout the atmosphere.

In OH-initiated oxidation of isoprene in the presence of NOx, isoprene nitrates can form from direct reaction of isoprene peroxy radicals with nitric oxide (NO) (Lockwood et al., 2010). In ModelE2-YIBs, 15% of isoprene + OH reactions in the presence of NOx produce a primary alkyl nitrate molecule (alkyl nitrates can also be formed from other oxidation pathways) (Shindell et al., 2003). Peak zonal-mean alkyl nitrate enhancements are simulated as +19% in the lower troposphere, +5% in the upper troposphere, and +4% in the stratosphere (Figure 2). Cold temperatures extend the lifetime of alkyl nitrates in the upper troposphere (Apel et al., 2012), resulting in alkyl nitrate perturbations that are more strongly mixed throughout the upper troposphere and lower stratosphere relative to the lower and middle troposphere (Figure 2). Sequestration of the reactive NOx into the alkyl nitrates contributes to the simulated reduction in NOx mixing ratios in the upper troposphere and lower stratosphere (Figure 2). Enhanced alkyl nitrate formation is also responsible for surface ozone enhancements over the tropical ocean, as described above.

The land-cover-change-driven isoprene perturbations likewise impact the concentrations of the HOX (OH + HO₂) radical family. Collins et al. (1999) found that enhanced convection of isoprene and its oxidation products to the upper troposphere enhances HOX production, principally through increased photolysis of the oxidation products, including formaldehyde. Here, annual zonal-mean HOX concentrations are enhanced in the tropics from the surface to the upper troposphere in a pattern that largely mimics that of the formaldehyde perturbations (Figure 2).

Cumulatively, these changes demonstrate that land cover change in MSEA has the capacity to alter the chemical composition of the upper troposphere. Increased isoprene emissions in a region of deep convection results in enhanced upper-tropospheric concentrations of isoprene and its degradation products, which contributes to enhanced ozone mixing ratios in the climatically important near-tropopause region.

3.3 Radiative forcing

Instantaneous radiative forcings are reported as mean ± 1 standard deviation, calculated over 10 model years. The uncertainties represent internal model variability. In this study, the quantified radiative perturbations arise specifically from ozone and aerosol changes driven by regional land cover change. Only direct aerosol–radiation interactions are considered for aerosols.

The atmospheric composition changes induced by 1990–2010 maritime Southeast Asian land cover change resulted in a positive annual global-mean radiative forcing of +8.4 ± 0.7 mW m⁻² (Table 5). The global ozone perturbation induced a positive forcing of +9.2 ± 0.7 mW m⁻², offset only slightly by a negative forcing (-0.8 ± 0.1 mW m⁻²) induced by a 1.4%
enhancement (+6.5 Gg) in the global burden of largely reflective SOA particles. The regional change in SOA is plotted in Figure S6. The ozone radiative forcing distribution (Figure 3; range: -10.4 to +37.6 mW m$^{-2}$) largely reflects the pattern of mid- and upper-tropospheric ozone changes (Figure 1), such that the magnitude of the positive forcing largely tracks the magnitude of the ozone enhancement, particularly in the tropics. On a per-molecule basis, enhancements in ozone have a stronger impact on longwave forcing the nearer they are to the tropopause (Lacis et al., 1990), which explains the close association between the patterns of upper tropospheric ozone changes and the ozone forcing magnitude. The strongest ozone forcings occur over the tropical Indian Ocean.

**Table 5**: Global annual-mean radiative forcing (mW m$^{-2}$) from changes in atmospheric composition induced by maritime Southeast Asian land cover change. Mean ± 1 standard deviation, calculated over 10 model years.

<table>
<thead>
<tr>
<th>Radiative forcing (mW m$^{-2}$)</th>
<th>∆LC</th>
<th>∆LC-1990atm</th>
<th>∆LC-OPber</th>
<th>∆LC-DPTber</th>
<th>∆LC-2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ozone</td>
<td>+9.2 ± 0.7</td>
<td>+8.8 ± 0.7</td>
<td>+4.3 ± 0.7</td>
<td>+6.2 ± 0.7</td>
<td>+6.3 ± 0.7</td>
</tr>
<tr>
<td>SOA</td>
<td>-0.8 ± 0.1</td>
<td>-0.6 ± 0.1</td>
<td>-0.3 ± 0.1</td>
<td>-0.5 ± 0.1</td>
<td>-0.5 ± 0.2</td>
</tr>
<tr>
<td>Total</td>
<td>+8.4 ± 0.7</td>
<td>+8.2 ± 0.7</td>
<td>+4.0 ± 0.7</td>
<td>+5.7 ± 0.7</td>
<td>+5.8 ± 0.6</td>
</tr>
</tbody>
</table>

**Figure 3**: Annual-mean ozone forcing (mW m$^{-2}$) due to 1990–2010 maritime Southeast Asian land cover change.
The sensitivity studies investigate the uncertainty in the forcing magnitude. For all five drivers, the negative SOA forcing is much smaller in magnitude than the positive ozone forcing, resulting in a total forcing that is positive in sign (Table 3). This consistency provides confidence in the positive sign of the total forcing induced by land-cover-change-driven perturbations in atmospheric composition. Of all of the sensitivity analyses, ΔLC-OPber results in the smallest magnitude forcing for both ozone and SOA (Table 3). The oil palm isoprene BER applied to the simulations used for the ΔLC-OPber calculations was half the magnitude of the published leaf-level BER (Table 1) applied to the simulations used for the ΔLC calculations.

Application of the halved BER brings the simulated 24-h mean isoprene emission rate from oil palm plantations for 2010 (3.8 mgC m\(^{-2}\) h\(^{-1}\) in simulation 2010land_OPber vs. 7.6 mgC m\(^{-2}\) h\(^{-1}\) in simulation 2010land_base) in line with the rate measured in 2008 above an industrial oil palm estate in Malaysian Borneo (3.9 mgC m\(^{-2}\) h\(^{-1}\); Misztal et al., 2011). However, the measured flux, based on a short 12-day measurement window, is sensitive to the prevailing meteorological conditions (Misztal et al., 2011). Misztal et al. (2011) note that the isoprene flux would have been twice as high under the meteorological conditions (PAR and temperature) that they measured during the period prior to initiation of their flux measurements; such a rate would match the rate calculated for the simulation that applied the published leaf-level BER (2010land_base). Thus, the isoprene flux measurements provide confidence in the order of magnitude of the simulated isoprene emissions from oil palm plantations. The ozone forcing calculated using the ΔLC-OPber sensitivity analysis (+4.0 mW m\(^{-2}\)) is considered to be the lower bound of a best estimate of the global-mean ozone forcing from maritime Southeast Asian land cover change.

Increasing the isoprene BER for the dipterocarp forest PFT by a factor of 12 increases the magnitude of the 1990–2010 isoprene emissions reduction associated with the large contraction in areal cover of this PFT (-1.3 TgC y\(^{-1}\) for ΔLC-DPTber vs. -0.1 TgC y\(^{-1}\) for ΔLC). This decreases the magnitude of the net enhancement in isoprene emissions from total land cover change in the study region (+5.3 TgC y\(^{-1}\) for ΔLC-DPTber vs. +6.5 TgC y\(^{-1}\) for ΔLC). The positive ozone forcing for ΔLC-DPTber is still two-thirds of the magnitude of the ozone forcing for ΔLC (Table 3), despite the factor-of-12 enhancement in the assigned dipterocarp forest BER. Using the 2010 simulation that applies the dipterocarp forest isoprene BER taken from leaf-level measurements (2010land_base simulation), the simulated 24-h mean emission rate of isoprene from maritime Southeast Asian rainforests for 2010 (0.12 mgC m\(^{-2}\) h\(^{-1}\)) is one-third of the eddy-covariance-based measured emission rate for 2008 from a natural forest in Malaysian Borneo (0.35 mgC m\(^{-2}\) h\(^{-1}\); Langford et al., 2010). The measured flux was shown to be highly sensitive to the meteorological conditions (e.g., wet season flux = 0.22 mgC m\(^{-2}\) h\(^{-1}\), dry season flux = 0.47 mgC m\(^{-2}\) h\(^{-1}\); Langford et al., 2010). The results of ΔLC-DPTber suggest that increasing the dipterocarp forest BER by a factor of roughly three (to force alignment of the simulated isoprene emission magnitude with the 2008 measurements) would have little impact on the total forcing magnitude (because increasing the BER by a factor of twelve had only a slight impact on the forcing). Because the isoprene emissions capacity of oil palms is so strong relative to that of the dipterocarp forest, the isoprene emissions changes from 1990–2010 regional land cover change are dominated by the oil palm PFT. The total land-
cover-change-driven forcing is more sensitive to uncertainty in the magnitude of the oil palm BER than to uncertainty in the magnitude of the dipterocarp forest BER. The limited importance of the isoprene emission changes from dipterocarp forest loss additionally indicates that the potential underestimate in forest loss in the land cover dataset applied to these simulations (Sect. 2.2) is unlikely to have a strong impact on the magnitude of the quantified forcing.

The total forcing associated with 1990–2005 land cover change (ΔLC-2005) is 69% of the forcing associated with 1990–2010 land cover change (ΔLC), indicating that 31% of the total 1990–2010 forcing is associated with land cover change that occurred over the short 2005–2010 period. The ΔLC-2005 analysis investigates the sensitivity of the simulated forcing to uncertainty in the land cover distribution maps. The ozone forcing is tightly linked to changes in the areal cover of oil palm, and the global-mean ozone forcing per Mha of regional expansion of oil palm plantations is +1 mW m⁻² Mha⁻¹ (the same value is obtained regardless of whether the output from the ΔLC analysis or the ΔLC-2005 analysis is used).

The land cover maps used in this study are based on the land cover classification of Gunarso et al. (2013), which identified large (> 1,000 ha) patches of oil palm cover. Estimates suggest that around 40% of Indonesian oil palm area in 2010 (and 26% in 1990) was associated with smallholders, in contrast to state-owned or private companies (Indonesian Ministry of Agriculture, 2017; Lee et al., 2014). In Malaysia, the smallholder estimate is likewise around 40% (Vermeulen and Goad, 2006, citing the Malaysian Palm Oil Board). Smallholder plantings are either schemed (contiguous with a larger estate) or independent (Vermeulen and Goad, 2006). In the latter case, plantations are typically on the order of 2–50 ha (Vermeulen and Goad, 2006), far smaller than the patches identified by the Gunarso et al. (2013) analysis. Gunarso et al. (2013) note that it is unknown what proportion of the total smallholder plantation area is excluded from the total oil palm areal cover quantified in their analysis. Nonetheless, it is likely that the oil palm areal extent from the Gunarso et al. (2013) remote sensing analysis is an underestimate of the true areal coverage of oil palm in maritime Southeast Asia.

The 1990–2010 change in oil palm cover dominates the land-cover-change-driven isoprene emissions changes in this region (Sect. 3.1); thus, the underestimate in oil palm areal cover likewise represents an underestimate in the global-mean ozone forcing from regional land cover change. Taking into account the smallholder estimates for Indonesia and Malaysia, the total regional expansion of oil palm cover for 1990–2010 increases to +16 Mha, which is considered to be an upper bound. Applying the land-area-based global-mean ozone forcing for regional oil palm expansion (+1 mW m⁻² Mha⁻¹), based on the ΔLC and ΔLC-2005 analyses, gives an estimate of +16 mW m⁻² for the global-mean ozone forcing from regional land cover change. This value is considered to be the upper bound of a best estimate of the global-mean ozone forcing from maritime Southeast Asian land cover change.

There is little variability in the magnitude of the forcing associated with the prescribed background atmosphere as application of the year 1990 background atmosphere (ΔLC-1990atm) in lieu of the year 2010 background atmosphere (ΔLC-2005) is unlikely to have a strong impact on the magnitude of the quantified forcing.
Taking into account the results of the sensitivity simulations, the best estimate of the global-mean forcing from ozone changes induced by regional 1990–2010 land cover change is +9 mW m$^{-2}$, with a range of +4 to +16 mW m$^{-2}$. The quantified range accounts only for uncertainties probed by the sensitivity studies.

## 4 Conclusions and future work

The best estimate of global-mean forcing from isoprene and monoterpenes emission perturbations driven by regional land cover change – quantified here using simulations that apply satellite-derived land cover distributions and measured leaf-level isoprene and monoterpenes BERs – indicates a positive forcing (+8.4 ± 0.7 mW m$^{-2}$), which is a warming impact. In absolute terms, the quantified forcing from 1990–2010 maritime Southeast Asian land cover change is small, particularly in comparison to the forcing associated with industrial-era perturbations of well-mixed greenhouse gases (e.g., Myhre et al., 2013). However, the ozone perturbations associated with changes in global anthropogenic emissions of non-methane VOCs over the industrial era (1750–2011) induced a global-mean stratospherically adjusted forcing on the order of +30 mW m$^{-2}$ (Myhre et al., 2013), which is only around 3× the magnitude of the instantaneous ozone forcing associated with 1990–2010 land cover change in MSEA (+9.2 mW m$^{-2}$). For comparison, the global ozone forcing driven by the 1990–2010 land cover change in MSEA is at the low end of the range of estimates for ozone forcing from global anthropogenic emission source sectors in year 2000 (+5 to +80 mW m$^{-2}$): for example, industry = +15 mW m$^{-2}$; household biofuel +28 mW m$^{-2}$; road transport = +50 mW m$^{-2}$; power = +53 mW m$^{-2}$; biomass burning = +71 mW m$^{-2}$ (Fuglestvedt et al., 2008; Unger et al., 2010). A multi-model study found that 20% reductions in NMVOCs (about 2–4 TgC yr$^{-1}$) in four large world regions (North America, East Asia, Europe, and South Asia) in 2001 led to global ozone forcings around -1 mW m$^{-2}$ (Fry et al., 2012).

The climate forcing quantified here represents the forcing induced by atmospheric composition changes driven by 1990–2010 land cover change in MSEA. Roughly 27% of the 2010 oil palm plantation areal cover in this region already existed in 1990 (Table 2). Applying the land-area-based global-mean ozone forcing for regional oil palm expansion that was calculated here (+1 mW m$^{-2}$ Mha$^{-1}$), regional oil palm expansion over the modern era is responsible for a global-mean forcing of +12.7 mW m$^{-2}$ from induced ozone changes. Based on government-awarded leases, Carlson et al. (2012) project that at least 9.4 Mha of additional land in Indonesian Borneo alone will be converted to oil palm plantations over 2010–2020, indicating that additional climate forcing is expected from regional land cover change in coming years. For comparison, oil palm expansion over 1990–2010 for the entirety of MSEA was +9.6 Mha (Table 2).
The sensitivity analyses indicate that important factors driving uncertainty in the forcing include (1) uncertainty in the magnitude of the isoprene BER for oil palm and (2) uncertainty in the areal extent of oil palm expansion. The simulations find that the expansion of oil palm plantations is responsible for almost all of the land-cover-change-driven net increase in regional isoprene emissions (Sect. 3.1). Because the total magnitude of isoprene emissions from oil palm plantations scales linearly with the assigned leaf-level BER, the atmospheric composition changes and concomitant forcing from regional land cover change are strongly dependent on the magnitude of the assigned isoprene BER for oil palm plantations. An improved understanding of the isoprene BER for oil palm would strongly benefit the effort to quantify the environmental impacts of the recent large-scale changes in land cover in this sensitive region.

Our study has several limitations. The radiative forcing results are likely sensitive to the isoprene chemical mechanism, SOA production scheme, and convective transport and atmospheric transport schemes in the model. For example, this study applies the two-product scheme for SOA production (Tsigaridis and Kanakidou, 2007), but the appropriateness of using such schemes in global models is still under debate (e.g., Tsigaridis et al., 2014). Many recent global SOA model studies use fixed SOA yields for calculating SOA production from isoprene and monoterpene oxidation (e.g., Rap et al., 2018; Scott et al., 2017, 2018). For the ∆LC analysis, the global-mean SOA radiative forcing per unit of SOA burden change is -115 mW m⁻² Tg⁻¹. This value is largely consistent across the sensitivity analyses, ranging from -112 mW m⁻² Tg⁻¹ to -119 mW m⁻² Tg⁻¹. This metric can be used to estimate the SOA radiative forcing induced by the simulated isoprene and monoterpene emission changes under the assumption of fixed SOA yields. Assuming fixed SOA yields of 10% from the simulated monoterpene emission changes (e.g., Tsigaridis et al., 2014) and 1% from the simulated isoprene emission changes (lower end of range suggested by Kroll et al., 2005), in conjunction with the SOA forcing per burden metric, results in an SOA forcing of -2.5 mW m⁻² from 1990–2010 land cover change (i.e., ∆LC analysis). The SOA radiative forcing based on fixed SOA yields is more than three times stronger than, but of the same sign as, the SOA radiative forcing calculated by the global model; in both cases, the SOA radiative forcing is negligible and partially offsets the positive forcing from ozone. For the ∆LC analysis, the cumulative radiative forcing, considering impacts of both ozone and SOA changes, is +8.4 mW m⁻² computed by the model and +6.7 mW m⁻² computed using the simulated ozone forcing plus the SOA forcing computed here using fixed SOA yields. That is, using fixed SOA yields, the total radiative forcing would be slightly smaller in magnitude than, but the same sign as, the forcing simulated by the model. Several recent studies have applied slightly larger SOA yields: +14.3% from monoterpenes and +3.3% from isoprene (by mass; Rap et al., 2018; Scott et al., 2017, 2018). Using these larger SOA yields for the ∆LC analysis results in an SOA forcing of -19.4 mW m⁻² and a total radiative forcing, taking into account the ozone forcing, of -10.2 mW m⁻², which is the opposite sign of that simulated by the model (+8.4 mW m⁻²). This analysis indicates that uncertainty associated with biogenic SOA yields from isoprene and monoterpene oxidation has a strong influence on the quantified forcing.
Seasonal variation in isoprene BERs has been observed for some tree species (e.g., Geron et al., 2000). Similarly, based on above-canopy isoprene flux measurements, observed meteorological variables, and the isoprene emission algorithms of the Model of Emissions of Gases and Aerosols from Nature (MEGAN; Guenther et al., 2006) model, Hewitt et al. (2011) suggest that isoprene emissions from oil palm plantations are under circadian control at the canopy scale; that is, the isoprene BER exhibits diurnal variability, peaking in the early afternoon. Keenan and Niinemets (2012) subsequently argued that the apparent circadian control calculated by Hewitt et al. (2011) is likely caused by inappropriate assignment of model parameters in the MEGAN model. One study reports apparent circadian control of oil palm isoprene emissions at the leaf level (Wilkinson et al., 2006). Like other global models, the YIBs model supports application of only a single invariant isoprene BER for each PFT or land cover type and, therefore, might misrepresent isoprene emission magnitudes if oil palm isoprene emissions are, in fact, under circadian control.

Previous work has shown that land cover change in MSEA impacts the environment in numerous ways, including by threatening plant and animal diversity (Sodhi et al., 2004), driving large GHG emissions (FAO, 2014; WRI, 2015), and damaging air quality through vegetation and peat burning (Gaveau et al., 2014; Koplitz et al., 2016). The simulations presented here indicate that isoprene and monoterpenes emission perturbations provide an additional mechanism by which regional land cover change impacts the environment. While the impact on global radiative forcing is small, the ozone radiative forcing exceeds +37 mW m⁻² in some localities. This forcing mechanism can be expected to grow in importance in future years if oil palm expansion continues at a high rate.
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Table S1. Algorithm used to map Gunarso et al. (2013) land cover types to seven PFTs and bare land.

<table>
<thead>
<tr>
<th>Y1Bs cover type</th>
<th>Gunarso et al. (2013) cover type(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shrubland</td>
<td>Upland shrubland + swamp shrubland</td>
</tr>
<tr>
<td>Crops</td>
<td>Rice fields + dry cultivated land</td>
</tr>
<tr>
<td>C4-grassland</td>
<td>Upland grassland + swamp grassland</td>
</tr>
<tr>
<td>Dirt</td>
<td>Bare soil</td>
</tr>
<tr>
<td>Oil palm plantations</td>
<td>Oil palm plantations</td>
</tr>
<tr>
<td>Rubber plantations</td>
<td>Rubber plantations</td>
</tr>
<tr>
<td>Other tree plantations</td>
<td>Timber plantation + mixed tree crops / agroforest</td>
</tr>
<tr>
<td>Dipterocarp forest</td>
<td>Undisturbed upland forest + undisturbed mangrove + undisturbed swamp forest + disturbed upland forest + disturbed mangrove + disturbed swamp forest</td>
</tr>
</tbody>
</table>
Figure S1. Land cover distribution for 1990 (shown only for the grid cells for which the applied land cover is derived from the classification of Gunarso et al. (2013); other grid cells are shown in gray). Cover types include dipterocarp evergreen broadleaf forest (DPT), shrubland (SHR), C4-grassland (C4G), crops (CRP), oil palm plantations (OIL), rubber plantations (RUB), other tree plantations (OTP), and bare land (BARE).
Figure S2. Regional land cover change for 2005 and 2010 relative to 1990 (shown only for the grid cells for which the applied land cover is derived from the classification of Gunarso et al. (2013); other grid cells are shown in gray). Cover types include dipterocarp evergreen broadleaf forest (DPT), shrubland (SHR), C4-grassland (C4G), crops (CRP), oil palm plantations (OIL), rubber plantations (RUB), other tree plantations (OTP), and bare land (BARE).
Figure S3. Annual emissions of a) isoprene and b) monoterpenes in 2010 in maritime Southeast Asia (simulation 2010land_base).
Figure S4. Annual-mean surface ozone mixing ratio for 2010 (simulation 2010land_base).
Figure S5. Change in annual emissions of a) isoprene and b) monoterpenes due to 1990–2010 maritime Southeast Asian land cover change (2010land_base – 1990land_base).
Figure S6. Change in annual-mean surface SOA concentration (µg m⁻³) due to 1990–2010 maritime Southeast Asian land cover change (2010land_base minus 1990land_base).
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