Author Response

We thank the reviewer again for their thoroughness – on returning to the manuscript we agree that it lost some of its flow during the redraft. In particular, the discussion of extraneous emission sources outside Greater London was poorly focussed and spread across multiple sections. We have made further edits following proofreading, including responses to the specific points raised below.

With the major revision of the discussions, the manuscript « Assessing London CO2, CH4 and CO emissions using aircraft measurements and dispersion modelling » by Pitt et al. is now much more cautious and balanced when assessing the results from their estimate of the CO2, CH4 and CO emissions from the Greater London area.

I am fully satisfied with the answers to my comments on its first version. The transcription of these answers in the manuscript is not always as convincing: in particular, I think that the abstract could be more significantly updated in line with the new major discussions. However, all the issues are now discussed somewhere and the authors made a clear point about the lack of confidence on the CO2 estimate.

Slight edit to the abstract in line with the fact that the results are not only sensitive to emissions within Greater London itself.

My concern is now that the additions to the text often seem to have been written quite quickly. As a result, the paper has lost a bit of its quality and its structure has been a bit weakened. I recommend a new in depth proofreading to the authors and maybe a bit of re-ordering. Here is a list of minor comments, most of which relate to this:

- Some of the references to other sections are a bit cycling and there are now redundancies, because the discussions have been split and spread among several sections rather than addressed in depth at a relevant location. In particular:

  -> regarding the influence of fluxes upwind and downwind the Greater London area: p13 l21 in Sect. 3.2.1 refers to Sect. 3.3 and p14 l9 in Sect. 3.3 refers to Sect 3.2.1 and both actually discuss the topic in the same way; this topic is also discussed in Sect 3.1.1 in which p8 l2 refers to Sect. 3.3. and in Sect. 3.1.2 (« It is worth stating again ») in which p10118 refers to 3.1.1. Finally, the end of the introduction (p3 l26-28) surprisingly gives a first summary of the results and already starts to discuss this topic.

We agree that this was a major weakness of the revised manuscript. A full discussion of this issue is now presented in Sect. 3.3, incorporating the various elements previously scattered around the paper (in particular those points previously discussed in Sect. 3.2.1). We have removed the repeated statement from Sect. 3.1.2 ("It is worth stating again..."). The point regarding the introduction is also pertinent – we have removed the summary of results from the end of the introduction, and also reduced the paragraph p2 l26 – p3 l2 (which effectively discussed the conclusions of the paper) into a short summary outlining the issue.

  -> the strategy for measuring the background is discussed in details in Sect. 3.2.1 but not in Sect. 3.1.1 which just states « given the sampling strategy employed » on p7 l29-30
We have added a reference on p7 to the upcoming discussing in Sect 3.2.1. While in some ways it would be preferential for this discussion to come in the first of these two sections, we feel it sits much better within the discussion of the mass balance method (among other reasons because all of the studies referenced in this discussion are mass balance studies).

-> the topic of the influence of natural fluxes has been disconnected from that of the upwind and downwind fluxes (see Sect. 1 and Sect. 3.1.2) but they are strongly connected

To some extent these are connected, in that many natural flux sources are outside the Greater London boundary. However we believe that they are fundamentally different issues; even if there were no fluxes in the areas surrounding Greater London, natural fluxes within the Greater London region (which for CO\textsubscript{2} are significant) would still impact on the interpretation of the results. The influence of natural fluxes is fundamentally a limitation of the inventory we are using, so it is included in the discussion of the NAEI. The influence of sources outside the Greater London region is a methodological issue, so we are not convinced that these discussions would be better merged.

-> regarding the temporal representativity of the estimates: p7 l4 in Sect. 3 refers to Sect. 3.1.2 but p7 l1-4 already give the main details of the discussion in Sect. 3.1.2, and Sect. 3.1.2 even says on p10 l27 « it is important to remember ». p11l3 seems to start the discussion once again, ignoring the beginning of the previous paragraph (these two parts should be merged).

Reviewer 1 requested that the timescales represented in the NAEI were explicitly stated in Sect 3 (p7) – we think it makes sense to bring this up at the beginning of this section so people are aware of it before they get to the results. The repetition between p10 and p11 arises from discussing the issue in the context of the CO results then revisiting it when we get to the CH\textsubscript{4} results. We agree this is a bit laborious and have reworked this section to avoid this repetition.

-> discussions on p8 l17-28 and on p9l29 to p10l9 may work better merged together

Agreed – sections merged

- the comparison to the atmospheric inversion should be slightly revised:

-> p3 l10: « over constraining such that the results only reflect the choice of prior emissions »: if the atmospheric observations over constrain the problem, the weight of the prior should be low, did the authors mean « under constraining »?

-> p3 l11-12: I am not sure to understand what it means, I think that it depends on the emission target in terms of spatial and temporal scales (and see what is said on p3 l8-9)

=> the lines p3 l9-12 are quite confusing and may need to be more practical (with practical considerations regarding the temporal and spatial representativity of the aircraft data?)

This section was poorly worded – in particular we used using a technical term (“over constraining”) in a casual way. We’ve rewritten the end of this paragraph to clarify what we mean. Essentially we are trying to highlight the balance that needs to be struck in allowing the posterior solution to differ from the prior without letting the inversion run out of control (i.e. unrealistically redistributing large fluxes based on a handful of data points).
p3 l17: « using a cost function » is a too vague and does not really reflect the difference between the two methods from my point of view (see the comment on this topic in my first review)

p3 l20-21: actually the new method does not « adjust » the budget of emissions (as would do a Bayesian approach which gives some statistical weight to the prior information on the targeted emission budget), it derives a new one that is independent of the « prior » budget

=> the lines p3 l17-21 could be improved for both clarity and simplification of the concepts

P3 L17-21 edited to reflect the comments above

p10 lines 29 to 31: the new « With this caveat » at the beginning, the « are consistent » and then the « For CH4 however » do not really fit well all together, or at least it now confuses me and it requires some thinking.

Section reworked

p11 l9-15 this is confusing, because it addresses 3,4 general topics together in few lines; some of these topics could rather be discussed at the end of this section or in the last sections of the paper (they are not related to CH4 only)

It is true that these are general points and are not specific to CH4. However, we believe the issues of temporal and spatial representativeness are best discussed in the context of the result for CH4 because we are able to compare and contrast our result with the annual, national verification report (which doesn’t cover CO2 or CO). We have edited the lead up to this section to explicitly state that the issues discussed here are applicable to any species, and we have redrafted the specific lines referred to (l9-15) to remove any confusion.

p11 l23: I think it’s more about the diff between the budget of NPP in the footprint of the measurements used to compute the London emissions (both outside and inside London) vs that in the footprint of the background concentrations than about the diff between the NPP in London and outside London

Agreed – statement added to this effect.

p14l30 to p15 l7: this paragraph should be improved, its lack of structure and clarity makes it difficult to understand

Paragraph redrafted

some examples of sentences that could be revised and better combined to sentences before and after: p2 l16-17, p2 l33 to p3 l2 (going around in circle), p6 l7 to 9 (going around in circle, and the grid is defined in the next sentence), p11 l9 (unclear), p11 l12 (wind bias) vs l13 (random error in dispersion modelling), p14l21-23 (« in that study ... in that study »)

All revised

- the comparison between the modeled and measured wind directions is discussed in the answer to the reviews, but not in the text while I feel that it is an interesting analysis. The bias at the measurement locations may not reflect that on the average wind direction between London and this
transect, but it is important to show that the author did not miss an easy explanation for the mismatch between the main patterns of the modeled and measured plumes or backgrounds.

A discussion of this is included in Sect. 3.1.2 (p10 l4-10 in the redrafted version) – we have expanded this slightly to incorporate elements that were previously only in the author response.
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Abstract. We present a new modelling approach for assessing atmospheric emissions from a city, using an aircraft measurement sampling strategy similar to that employed by previous mass balance studies. Unlike conventional mass balance methods, our approach does not assume that city-scale emissions are confined to a well-defined urban area and that peri-urban emissions are negligible. We apply our new approach to a case study conducted in March 2016, investigating CO, CH₄, and CO₂ emissions from a region focussed around Greater London using aircraft sampling of the downwind plume. For each species, we simulate the flux per unit area that would be observed at the aircraft sampling locations based on emissions from the UK national inventory, transported using a Lagrangian dispersion model. To reconcile this simulation with the measured flux per unit area, assuming the transport model is not biased, we require that inventory values of CO, CH₄, and CO₂ are scaled by 1.00, 0.70, and 1.57, respectively. However, our result for CO₂ should not be considered a direct comparison with the inventory which only includes anthropogenic fluxes.

For comparison, we also calculate fluxes using a conventional mass balance approach and compare these to the emissions inventory aggregated over the Greater London area. Using this method we derive much higher inventory scale factors for all three gases, as a direct consequence of the failure to account for emissions outside the Greater London boundary. That substantially different conclusions are drawn using the conventional mass balance method demonstrates the danger of using this technique for cities whose emissions cannot be separated from significant surrounding sources.

1. Introduction

Over half the people in the world (54%) live in urban areas. This proportion is projected to increase to 66% by 2050 (United Nations, 2014). Consequently, cities are responsible for a large proportion of anthropogenic greenhouse gas (GHG) emissions. The 2015 UNFCCC Paris Agreement requires signatory states to not only report national GHG emissions, but also to establish and improve independent methods for verifying these reported emissions (UNFCCC, 2015). Top-down
methods that use atmospheric measurements to determine city-scale emissions can assess the accuracy of bottom-up emission inventories and provide crucial information to help improve bottom-up accounting methods.

In the UK, spatially and sectorally disaggregated emissions calculated using a bottom-up methodology are given in the National Atmospheric Emissions Inventory (NAEI; Brown et al., 2017). For Greater London, nearly all sources of anthropogenic CO₂ and CO emissions are associated with fuel combustion. For CO₂, the main sources are domestic and commercial combustion and road transport, while emissions from power stations are largely located outside the Greater London administrative boundary. Emissions of CO are comprised of a range of combustion sources, with road transport emissions constituting the largest category. For CH₄, the principal sources are waste treatment and disposal, and leakage during natural gas distribution (in contrast to the UK as a whole, where emissions associated with ruminant livestock dominate). Providing a top-down constraint on these London emissions is important, not only because London represents a large emission source in its own right, but also because it can help inform the assumptions that go into calculating bottom-up emission estimates for these sectors at a national level.

Natural emissions, which are not included in the NAEI, contribute to varying extents for the three species. For CH₄, wetlands are the most significant source of natural CH₄ emissions within the UK, but wetland fluxes from London and its surrounding areas are negligible compared to anthropogenic emissions. Likewise, in urban areas CO is dominated by anthropogenic sources, although oxidation of biogenic VOCs can contribute, especially during the summer. However, for CO₂, biospheric fluxes not included in the inventory have a significant impact on measured CO₂ mole fractions downwind of the UK; the impact of these fluxes is discussed further in Sect. 3.1.2.

Aircraft mass balance techniques have previously been employed to measure trace gas fluxes from several cities (e.g. Mays et al., 2009; Turnbull et al., 2011; Cambaliza et al., 2014) including London (O’Shea et al., 2014a). Typically, horizontal transects are conducted downwind of a city at several altitudes to sample its emitted plume for various trace gas species. These vertically-stacked transects define a 2D plane of sampling downwind of the city. A background mole fraction can be determined by sampling upwind of the city or from downwind measurements outside of the plume. The mass flux of the plume through the 2D plane of sampling is then calculated from the measured mole fraction enhancements (above background) and wind speed. This approach works well for isolated cities, but for cities such as London that are surrounded by other emission sources it is difficult to measure a background that allows direct comparison between the mass balance flux and inventory emissions aggregated over a well-defined area. The impact of this issue is one of the key focus points of this study.
negligible emission sources for CO₂, CH₄ and CO, it is difficult to associate the flux derived using a conventional mass balance approach with a well-defined spatial region. This in turn makes it hard to directly compare top-down and bottom-up emission estimates, as it is not clear how to unambiguously determine the area over which bottom-up emissions should be aggregated to enable comparison with top-down fluxes.

Another approach to flux quantification involves the use of an atmospheric transport model to represent transport of emitted species from source to measurement site. This enables simulated enhancements to be calculated at the measurement location based on a prescribed emissions map (e.g. from a bottom-up inventory). A range of inverse modelling techniques can then be employed to optimise the emissions map according to the measured enhancements. This is frequently performed at a regional scale using ground-based measurements from long-term monitoring sites (e.g. Manning et al., 2011; Bergamaschi et al., 2015; Ganesan et al., 2015), but it has also been performed using aircraft data to provide the spatial sampling coverage required to estimate city-scale emissions using a few hours of measurement data (e.g. Brioude et al., 2013).

The approach taken to performing the inversion must be tailored to the measurement dataset. It is important to allow the inversion sufficient freedom such that significant differences between measured and modelled mole fractions are reflected in differences between the posterior and prior emission maps. However, allowing too much freedom can result in unrealistically large redistributions of emissions in the posterior solution driven by errors in either model transport or measurements. Striking this balance is particularly difficult when using aircraft data, which has a greatly reduced temporal coverage compared to continuous ground-based measurements. Inversions using ground-based measurements are typically performed on monthly to annual timescales; the systematic biases in model transport over these timescales are greatly reduced compared with the model transport error at the time of a given aircraft flight. One of the key challenges associated with this approach is to control the behaviour of the inversion without over constraining it such that the results only reflect the choice of prior emissions. This is particularly difficult using aircraft data, as for an individual flight the information content of the dataset is limited in comparison to long-term ground-based measurements.

In this study we have developed an alternative method, a new approach for assessing bottom-up inventory fluxes, using the same aircraft sampling technique typically employed by mass balance studies. In this new approach, we have used the UK Met Office’s Lagrangian dispersion model, NAME (Numerical Atmospheric dispersion Modelling Environment), to simulate the transport of the inventory fluxes to the location of the measurements. We perform a simple inversion by rather than optimising an emissions map by using a cost function to reduce model measurement mismatch (as typically used in previous atmospheric transport inversion studies), we take the simple approach of comparing the average measured and simulated fluxes at the aircraft sample locations and rescaling the inventory according to their ratio. This approach has two main advantages over traditional inversion techniques. Firstly, it effectively constrains the inversion behaviour by removing the freedom to spatially redistribute emissions, thus allowing a solution to be derived whose magnitude is completely independent from the magnitude of emissions in the prior, while allowing it total freedom to adjust the magnitude of emissions relative to the prior. Secondly, by comparing fluxes rather than mole fractions at the
measurement locations, the sensitivity of the results to biases in the modelled wind speed is reduced. On the other hand, relative to the mass balance method, we avoid the need to aggregate inventory emissions over some arbitrarily defined area on the ground in order to compare them to calculated top-down flux values are able to account for the presence of sources outside the Greater London boundary such that they do not bias our conclusions.

We demonstrate the implementation of this method by applying it to a single flight case study downwind of London, conducted in March 2016. In addition to applying our new method, we have also applied the conventional mass balance technique to the same data, and compared the top-down fluxes derived to inventory emissions aggregated over the Greater London administrative area. We discuss the differences between the results from both methods and reflect on the appropriate context in which each can be applied. The two approaches reach significantly different conclusions regarding the accuracy of the emissions inventory; we suggest that this is a consequence of sources outside Greater London that are not adequately accounted for by the background mole fraction calculation, yet nonetheless contribute to the plume measured downwind of the conurbation.

2. Case study details

2.1 Aircraft measurements and calibration

We recorded measurements on board the UK’s Facility for Airborne Atmospheric Measurement (FAAM) BAe-146 atmospheric research aircraft (henceforth referred to as the FAAM aircraft). For full details of the aircraft payload see Palmer et al. (2018). Here we describe only those measurements that are relevant to this case study.

Mole fractions of \( \text{CO}_2 \) and \( \text{CH}_4 \) were measured using a Fast Greenhouse Gas Analyser (FGGA; Los Gatos Research, USA). Paul et al. (2001) describe the operating principle of the instrument, and O’Shea et al. (2013) provide details on the instrument operational practice and performance on the FAAM aircraft across several campaigns. The FGGA was calibrated hourly in flight, using two calibration gas standards traceable to the WMO-X2007 scale (Tans et al., 2009) and WMO-X2004A scale (an extension of the scale described by Dlugokencky et al., 2005) for \( \text{CO}_2 \) and \( \text{CH}_4 \), respectively. For this case study, the certified standards (369.54 ppm \( \text{CO}_2 \), 1853.8 ppb \( \text{CH}_4 \) and 456.97 ppm \( \text{CO}_2 \), 2566.0 ppb \( \text{CH}_4 \), respectively) spanned the range of measured ambient mole fractions.

We measured a target cylinder containing intermediate mole fraction values approximately half way between these hourly calibrations to quantify any instrument non-linearity or drift. This flight formed part of the wider GAUGE (Greenhouse gAs UK and Global Emissions) campaign, during which we derived average target cylinder measurement offsets of 0.036 ppm for \( \text{CO}_2 \) and 0.07 ppb for \( \text{CH}_4 \), relative to the WMO-traceable values, with standard deviations of 0.398 ppm and 2.40 ppb, respectively, for 1 Hz sampling. Each individual target cylinder measurement consisted of a 20 s sample after allowing time for the measurements to reach equilibrium. The standard deviation of these 20 s averaged values was 0.245 ppm for \( \text{CO}_2 \) and 1.42 ppb for \( \text{CH}_4 \).
Another source of measurement uncertainty was the impact of water vapour in the sampled air on the retrieved CO₂ and CH₄ mole fractions. This was principally a consequence of mole fraction dilution (i.e. an increase in the total number of molecules per unit volume relative to dry air) and pressure broadening of the spectral absorption lines. The method used to correct for this is described by O’Shea et al. (2013). Using that technique we have derived maximal uncertainties due water vapour of 0.156 ppm for CO₂ and 1.05 ppb for CH₄. Finally, there are also uncertainties associated with the certification of the target cylinder of 0.075 ppm and 0.76 ppb, respectively. Combining all of these uncertainties with the target measurement standard deviations yields nominal total uncertainties for CO₂ and CH₄ of 0.434 ppm and 2.73 ppb at 1 Hz, and 0.300 ppm and 1.93 ppb when averaged over 20 s.

We measured CO mole fractions using vacuum ultraviolet florescence spectroscopy (AL5002, Aerolaser GmbH, Germany). The principle of this system is described by Gerbig et al. (1999), who also evaluate its performance on board an aircraft. Calibration was performed using in-flight measurements of a single gas standard and the background signal at zero CO mole fraction. Gerbig et al. (1999) derive a 1 Hz repeatability of 1.5 ppb (at 100 ppb), and an accuracy of 1.3 ppb ± 2.4% for the 1 Hz measurements.

Details of the meteorological instrumentation on board the FAAM aircraft are provided by Petersen and Renfrew (2009). In summary, we measured temperature with a Rosemount 102AL sensor, with an overall measurement uncertainty of 0.3 K at 95% confidence; we took static pressure measurements from the air data computer, based on measurements from pitot tubes around the fuselage, with an estimated absolute accuracy of 0.5 hPa; we made 3D wind measurements using the 5-hole probe system described by Brown et al. (1983), with an estimated uncertainty in horizontal wind measurements of < 0.5 m s⁻¹.

2.2 Sampling strategy

On 04 March 2016 we conducted a targeted case study flight to measure CO₂, CH₄ and CO mole fraction enhancements downwind of London, so as to assess the accuracy of the bottom-up emissions inventory. The flow over the region was consistently westerly, bringing background air from the northern Atlantic with an average travel time over the British Isles of 20 hours (as determined using NAME). As the influence of land-based sources on the recent history of this air mass (upwind of the British Isles) can be assumed to be negligible, we expect that air arriving at the British Isles had relatively homogeneous and well-mixed trace gas composition throughout the boundary layer prior to the influence of local fluxes. Take off was at 08:55 local time (=UTC), with the vertically-stacked transects downwind of London conducted between 11:16 and 13:32 local time. Results from NAME indicate a typical travel time between central London and the downwind sampling plane of ~5 hours, suggesting the majority of the sampled air passed over London between ~06:00 and ~09:00.

Figure 1 shows the flight track from an aerial perspective; between points A and B we flew repeated horizontal transects at various altitudes through a plume of enhanced mole fractions downwind of London emission sources. At the southernmost end of these transects, the constraints of UK airspace forced us to deviate from our desired course perpendicular to the prevailing wind. However, as we sampled the overwhelming majority of the London plume north of this
imposed turning point, such that measurements during the deviation to point B represented background (out-of-plume) sampling, we do not expect this deviation to impact on the derived fluxes.

During an initial transect at 1550 m altitude we measured typical uniform free tropospheric background mole fractions for all three gases (CO₂, CH₄ and CO). Following this we descended to 120 m, and subsequently flew 6 transects of increasing altitude, breaking the final transect short to profile up to 1550 m within the observed plume. Figures 2a, 2b and 2c show these transects, coloured by mole fraction for CO₂, CH₄ and CO respectively, projected onto an altitude-latitude plane.

2.3 Dispersion model configuration

To determine the air history corresponding to the continuous aircraft sampling we ran the NAME dispersion model in backwards mode, releasing 100 tracer particles at each 1 Hz aircraft measurement location and tracking their motion back in time. NAME was driven by meteorological data from the UK Met Office's UKV model (Tang et al., 2013), which provides hourly data on 70 vertical levels at 1.5 km horizontal resolution over the British Isles. NAME determines particle motion based on the mean wind field (which is determined by interpolating the met data spatially and temporally to the particle location for each time-step) and a parameterisation of unresolved turbulent and mesoscale motions (for details see Jones et al., 2007, and references therein). In this study we used a NAME model time-step of 1 minute. By way of guidance, it is worth noting that although this NAME setup is more computationally intensive than is typically employed, because the release duration was less than 3 hours and the maximum particle travel time before leaving the domain was 37 hours (and less than 24 hours for the majority of particles) the run completion time remained on the order of hours rather than days using the JASMIN scientific computing facility.

To quantify the sensitivity of the sampling to assess the influence of surface fluxes on the sampled air, we used NAME to calculate an air history matrix for each minute of the flight (henceforth referred to as a release period). The air history matrix represents the mole fraction enhancement at the sample locations due to a unit flux in each grid box. By combining this information with the NAEI inventory emissions (F_i,) we can calculate a time series of simulated mole fraction enhancements (X) at the aircraft sample locations:

\[ X(t) = \sum_{i,j} D_{ij}(t) \times F_{ij} \]
The emissions $F_{ij}$ are given here in units of mol$_X$ m$^{-2}$ s$^{-1}$, where $X$ represents either CO$_2$, CH$_4$ or CO. Figures 2d, 2e and 2f show the equivalent data to Figs. 2a, 2b and 2c, coloured by simulated mole fraction enhancement rather than measured mole fraction.

3. Inventory flux comparisons

In this section we present two approaches to assess the accuracy of the NAEI inventory emissions relative to the measured mole fractions during this case study. The first is a new approach, referred to hereafter as the flux-dispersion method, using the simulated mole fraction enhancements from Sect. 2.3 to derive simulated fluxes through the downwind sampling plane based on inventory emissions, thus enabling comparison with corresponding measured fluxes. The results from this method represent our best assessment of inventory fluxes for this case study.

In Sect. 3.2 we then employ a conventional mass balance method to derive top-down fluxes which are compared to an aggregated NAEI value. We discuss the outcomes of both approaches in Sect. 3.3 and explain how the conventional mass balance approach can lead to spurious conclusions in cases such as this.

It is important to note that the NAEI contains only annually averaged emissions and so does not capture the potentially large temporal variability on diurnal, weekly and seasonal timescales. Clearly this represents a likely source of difference between the top-down results derived from our single flight case study (which represent a snapshot in time) and the inventory; this is discussed further in Sect. 3.1.2. The most recent gridded emissions available in the NAEI at the time of writing were for the year 2015; therefore we have used these 2015 emissions to represent the 2016 values in both approaches. The UK totals (not spatially disaggregated) for 2016 have been released, allowing us to compare these to the 2015 totals. For CO there was a 9.4% reduction in total reported emissions between 2015 and 2016, while for CO$_2$ there was a reduction of 5.8% and for CH$_4$ there was an increase of 0.01%. These inter-annual changes are likely to be small in comparison with the variability on shorter timescales mentioned above.

3.1 Flux-dispersion method

3.1.1 Methodology

To make a comparison between the measured and simulated datasets described in Sect. 2 it is first necessary to calculate a background mole fraction for both, so that the mole fraction enhancement due to the London plume can be determined. To determine periods of sampling that were not significantly influenced by the London plume, and therefore can be considered to represent background mole fractions, we again utilised the air history information given by the NAME dispersion modelling. From the gridded air histories described in Sect. 2.3, we calculated the fraction of $D_{ij}(t)$ that was within the Greater London administrative region for each release period, and defined all release periods where this fraction was less
than 0.05% as background periods. This Greater London fraction is shown in Fig. 3, with the background periods coloured red.

In practice there is no sharp distinction between in-plume and background sampling, so any criteria used to separate sampling into these two categories inherently involves some level of human judgement. The key consideration when defining the background for use with this method is to use a threshold that optimises the sensitivity of the results to the region of interest, in this case Greater London. This is illustrated by Fig. 4, which shows the air history ($D_{ij}(t)$) aggregated over both the background (Fig 4a) and in-plume periods (Fig 4b). This clearly illustrates that the background criteria used here avoids air histories with significant influence from the London conurbation.

The comparison between measured and simulated flux discussed later in this section is a comparison between the flux enhancement from the areas sampled in Fig. 4b relative to the flux enhancement from the air histories sampled in Fig. 4a. Clearly this comparison is not entirely selective of emissions from Greater London, with additional influence from emissions within a wider area (largely upwind and downwind of Greater London). However, given the sampling strategy employed it is not possible to isolate Greater London emissions from other upwind and downwind sources using any technique, and the 0.05% threshold employed represents the best choice to isolate sampling periods with significant Greater London influence. While these extraneous emission sources reduce the selectivity of the results derived using the flux-dispersion method towards Greater London, a key advantage of this technique is that these emissions do not bias the overall results, in contrast to the mass balance method. This is discussed further in Sect. 3.3. The relative advantages of different sampling strategies for background determination are discussed further in the context of the mass balance method in Sect. 3.2.1.

For both the measured and simulated datasets the mole fraction enhancement due to the London plume is calculated by subtracting the background mole fraction. For each constant-altitude aircraft transect we calculated average background mole fractions to the north and south of the plume separately, for both measured and simulated datasets. We then calculated the mole fraction enhancement, $\Delta X_{\text{London}}(t)$, for both datasets using Eq. (3):

$$\Delta X_{\text{London}}(t) = X(t) - \frac{(\overline{X_{\text{bd} n}(x)} + \overline{X_{\text{bd} s}(x)})}{2}$$

Here $X(t)$ is the mole fraction time series and $\overline{X_{\text{bd} n}(x)}$ and $\overline{X_{\text{bd} s}(x)}$ are the average background mole fractions to the north and south of the plume for each transect. The motivation for treating the background in this way is to capture potential latitudinal and vertical gradients in mole fraction. Vertical gradients are accounted for by calculating a separate background value for each transect, while latitudinal gradients are accounted for by the separate calculation of the north and south backgrounds. If a straight average over all background periods was used for each transect, this would be subject to potential bias in cases where there was more background sampling on one side of the plume than the other. Calculating north and south backgrounds separately as in Eq. (3) mitigates this issue. An alternative method is to interpolate the background values between the north and south edges of the plume, however due to the symmetry of the plume in this case interpolating rather than averaging had a negligible impact on the results (changing the final ratios by less than 1%).
The background values used in Eq. (3) are given in Table 1. It is notable that the simulated CO and CH\textsubscript{4} mole fractions were higher to the north of the plume than to the south, but this gradient was not observed in the measured mole fractions. This could be indicative of an incorrect spatial distribution of emissions within the inventory, which would contradict one of the inherent assumptions made using this method. Alternatively, the higher simulated background to the north of the plume could be counteracted in the measured dataset if this air had a lower initial mole fraction before reaching the British Isles (as the simulated dataset implicitly assumes a uniform background for air entering the domain). The treatment of the background here can mitigate either issue as long as they result in a linear change in mole fraction with latitude. Clearly any non-linear effects have the potential to bias the final results, for example if the air that passed over London had a higher mole fraction before reaching the British Isles than both the background sampling to the north and the south of the plume. While this cannot be entirely ruled out, Fig. 4 shows that (according to NAME) the air sampled during the in-plume periods and the air sampled during the background periods had very similar entry points into the domain, reducing the likelihood that this is a significant source of bias.

The time series of measured and simulated mole fraction enhancements calculated using Eq. (3) are directly comparable quantities. However, the simulated mole fraction enhancements are strongly dependent on the model wind speeds (which have a direct impact on the average particle residence time in Eq. (1)). Any bias in the model wind speeds relative to the measured wind speeds consequently produces a bias in the simulated mole fraction enhancements. Figure 5 shows a comparison of modelled and measured wind speeds throughout the course of the flight. It can be seen that the model tends to overestimate wind speed within the boundary layer, particularly at lower altitudes.

In order to account for the low-biased simulated enhancements resulting from the high-biased model wind speeds, we convert both measured and simulated mole fraction enhancements into fluxes per unit area in the mean wind direction (i.e. through the downwind sampling plane) before making a comparison between them. To define a representative wind direction, we took the average of the mean UKV model wind direction and the mean measured wind direction during the sampling period. A time series of flux per unit area in this average wind direction, hereafter referred to as the flux density, was then calculated for both measured and simulated datasets using Eq. (4):

\[ FD(t) = \Delta X_{\text{London}}(t) \times n_{\text{air}}(t) \times U_{\text{L}}(t) \]  

(4)

The mole fraction enhancement (\(\Delta X_{\text{London}}\)), molar density of air (\(n_{\text{air}}\)) and wind speed in the mean wind direction (\(U_{\text{L}}\)) were calculated independently for the measured and simulated datasets, producing flux densities (\(FD\)) in mol m\textsuperscript{-2} s\textsuperscript{-1} that are directly comparable.

3.1.2 Flux-dispersion results

Figure 6 shows a comparison between these measured and simulated flux densities as a function of latitude for each plume transect. The lowest transect from Figs. 2 and 3 (~120 m) has been excluded because no value for \(X_{zd}\) was obtained – this was the first transect conducted before the position of the plume had been fully established so its northern extent was not sampled. The top two transects have also been excluded here because they are entirely above the average boundary layer.
height of 759 m used by the NAME dispersion model for this simulation (which is taken directly from the UKV met data). Above this height the parameters used by NAME to describe the turbulent motion of the particles are set to fixed values resulting in poorer representation of particle dispersion. Within the boundary layer these parameters are calculated from the friction velocity and characteristic convective velocity. Therefore the flux densities calculated for transects within the model boundary layer are more accurate than those above it.

We note that the flux density enhancements for the two transects above the model boundary layer are underestimated by the simulation. A possible cause for this would be suppressed vertical mixing in the model as a result of the simplified turbulence parameterisation above this height. A full investigation into the impact of turbulence parameterisation on the vertical mixing within the NAME model would require a separate study, but we note that if the vertical mixing in the model is suppressed this could represent a potential source of bias, leading to larger simulated flux densities within the boundary layer than would in reality be produced by the inventory emissions.

A notable feature of the transects shown in Fig. 6 is that the centre of the simulated plume is consistently further north than the centre of the measured plume. This could suggest the spatial distribution of emissions within the inventory is incorrectly weighted towards sources in the north of London. Alternatively, any inaccuracy in the model wind field could lead to the simulated plume being advected to a more northerly position on the sampling plane than the measured plume. The fact that all three species exhibit the same northerly offset of the simulated plume points to the latter explanation, as each species has a different source mix, making it unlikely that they would all exhibit the same spatial bias.

In addition, the mismatch in plume position does not bias the results. This is one of the key advantages of comparing average flux densities for each transect, rather than using differences between the measured and simulated time series to optimise an emission map (e.g. using a cost function). However, if the plume position mismatch reflects an error in the transport model this does have the potential to impact the results, as it suggests the air histories for in-plume and background periods simulated by NAME may differ slightly from the actual air histories of the measurements. This is one possible reason why the simulated background CO and CH₄ mole fractions were higher to the north of the plume than to the south, when this gradient was not observed in the measured background (see Table 1). Alternatively, the higher simulated background to the north of the plume could be counteracted in the measured dataset if this air had a lower initial mole fraction before reaching the British Isles (as the simulated dataset implicitly assumes a uniform background for air entering the domain). The treatment of the background here can mitigate either issue as long as they result in linear changes in mole fraction with latitude.

The high bias of the simulated wind speeds relative to the measurements (shown in Fig. 5) is a further indication of transport model error. While we have accounted for the most obvious impact of this issue by comparing flux density rather than mole fraction, it could also potentially result in simulated air histories which underestimate the cross-wind spread in the sample footprint. This could result in the simulation overestimating the sensitivity of in-plume sampling to emissions from Greater London, producing a low bias in the inventory scale factors. A robust quantification of the uncertainty associated with model wind field inaccuracy (incorporating both effects discussed above) would require an
ensemble of NAME runs to be performed, driven by met data with perturbed wind fields. Such quantification is beyond the scope of this study, but we note that this is a potentially significant source of uncertainty in the context of the uncertainty ranges calculated below.

Having calculated time series of flux density for the measured and simulated datasets, we then calculated average flux densities for each transect altitude. We also calculated flux densities as an overall average using data from all three transects. These values are given in Table 2 for CO$_2$, CH$_4$ and CO, along with the ratios between measured and simulated flux densities. These ratios represent the factors by which the NAEI inventory needs to be multiplied in order to reproduce the measured flux densities (assuming there is no bias induced by the NAME transport). Therefore for this case study we conclude that NAEI emissions require scaling by the overall values of 1.00 for CO, 0.70 for CH$_4$ and 1.57 for CO$_2$. It is worth stating again that these values are not solely influenced by Greater London emissions, with non-negligible influence from surrounding emission sources, in particular sources immediately upwind and downwind of London. However, through our choice of background (as described in Sect. 3.1.1) we have maximised the sensitivity of the results to emissions from Greater London.

While there are small uncertainties associated with the measured mole fractions (as discussed in Sect. 2.1), the uncertainty in these overall inventory scale factors is expected to be dominated by NAME transport uncertainty. As discussed above, quantification of the uncertainties associated with the dispersion modelling would require a more involved modelling study using an ensemble of NAME runs. Here we take the range of scale factors across the different transects of 0.90-1.13 for CO, 0.61-0.79 for CH$_4$ and 1.40-1.77 for CO$_2$ to give an indication of the total scale factor uncertainty for each species, while noting that there may be additional sources of model transport bias that are not captured by this range.

When considering the implications of the scale factors derived here using the flux dispersion method, it is important to remember that these correspond to a single flight case study. The variability in emissions on diurnal, weekly and seasonal timescales is potentially large, which places an important caveat on inferences drawn regarding the annual emissions in the NAEI. With this caveat, and considering both the central estimate and uncertainty range, we can conclude that the CO measurements taken during this case study are consistent with the emissions given in the NAEI inventory. For CH$_4$, however, the NAEI emissions yield an overestimate of flux density enhancement for each transect, and overall require downsampling by a factor of 0.70 to agree with observations. This suggests that to obtain simulated enhancements consistent with our measurements, the NAEI would require downsampling for CH$_4$, upscaling for CO$_2$, with no rescaling required for CO. For CH$_4$ this is qualitatively consistent with past studies suggesting national NAEI CH$_4$ emission totals have been too high in previous years (e.g. Manning et al., 2011; Ganesan et al., 2015) but it differs from the most recent top-down verification report (O’Doherty et al., 2017), which finds good agreement between the NAEI CH$_4$ emission totals and continuous ground-based measurements in recent years. There are several potential reasons why the results in this study might differ from those in the verification report; these are discussed below in the context of our result for CH$_4$ but is should be noted that these sources of discrepancy could apply to all three species.
Temporal variability in emissions (not included in the NAEI) is an obvious source of difference between our results for CH4 and those in the verification report. Helfter et al. (2016) used an eddy-covariance technique to determine the diurnal variability of London CH4 emissions, and found that emissions increased by a factor of 1.9 (maximum-to-minimum ratio) between the early and late morning. However, in addition to true temporal variability (e.g. rush hour emissions), such techniques are susceptible to the complex nature of urban boundary layer evolution during these transition periods (Halios and Barlow, 2018), which can result in overestimation of diurnal flux variability. Nevertheless, the fact that our study represents a snapshot in time is a key difference relative to the annual timescales of both the NAEI and the verification report.

Another possible source of discrepancy with the verification report is the different sample footprint in our study. The fact that our study focussed on London and its surrounding areas, while the verification report presents national scale results, represents another key difference between them. It is possible that, although NAEI emission totals agree with long term observations, the spatial distribution of these emissions is not well represented in the inventory, such that the proportion of emissions ascribed to urban areas is too large. The impact of temporal variability makes it impossible to draw such a conclusion from a single case study, however repeated flights at different times of day, week and year would enable this hypothesis to be tested. Alternatively, this difference could represent a low-bias in our results associated with inaccuracy in the wind field driving the dispersion modelling (see discussion above). To reduce the impact of both temporal emission variability and random error in the dispersion modelling, allowing for a more robust comparison with the annual NAEI emissions, repeated flights at different times of day, week and year would be required.

For CO2 we find that the NAEI would require upscaling in order to be consistent with observations. However, direct comparison with the NAEI is not appropriate for CO2 because biospheric fluxes, which are not included in the NAEI, represent a significant influence on the measured mole fractions. These biospheric fluxes include uptake due to photosynthesis (gross primary production; GPP), emission from autotrophic respiration and emission from heterotrophic respiration. Net primary production (NPP) is calculated as the difference between photosynthetic uptake and autotrophic respiration. Hardiman et al. (2017) investigated biospheric CO2 fluxes in Massachusetts and found higher NPP values outside the Boston conurbation. Combined with higher heterotrophic respiration in more populated areas (including human respiration), these higher rural NPP values result in a positive net biospheric flux from urban centres relative to their surrounding rural areas. In our study this translates to a positive net biospheric flux within the footprint of the in-plume measurements relative to the footprint of the background measurements. As we have not accounted for this net biospheric flux in our simulated flux densities we expect them to underestimate the measured values, even if the NAEI emissions are entirely accurate.

Prior quantification of the biospheric impact on the derived scale factor would require the use of an ecosystem model, and is beyond the scope of this study. However, some inferences can be made by considering the different scale factors derived for CO and CO2, as these species share many of the same combustion sources. Previous studies (e.g. O’Doherty et al., 2013) have used CO measurements as a proxy for anthropogenic CO2, relying on the assumption that the
inventory ratio for CO:CO \(_2\) emissions is correct. In this case, that would imply that the difference in net biospheric flux between the in-plume and background sampling amounted to over half the corresponding difference in anthropogenic flux (comparing the scale factors of 1.00 for CO and 1.57 for \(\text{CO}_2\)). However, while this comparison can be considered indicative of the potential order of magnitude for net biospheric flux, uncertainty in the inventory CO:CO\(_2\) emission ratio limits our ability to use this method to obtain quantitative information on biospheric fluxes (see Turnbull et al., 2006, for further discussion on the use of CO:CO\(_2\) ratios for this purpose).

3.2 Conventional mass balance method

3.2.1 Methodology

Detailed descriptions of the mass balance technique in the context of measuring urban GHG emissions are provided by many sources. In general, in the context of bulk area flux measurement, these sources can be categorized into two basic approaches; either the emissions are assumed to be well mixed up to a given height at which they are capped by a temperature inversion (Turnbull et al., 2011; Karion et al., 2013; Smith et al., 2015), or the vertically varying shape of the plume is derived by interpolation between transects flown at multiple altitudes (Mays et al., 2009; Cambaliza et al., 2014; O’Shea et al., 2014a), often using a kriging approach. Figures 2a, 2b and 2c clearly show that the assumptions of the first of these approaches (i.e. well mixed plumes up to a capping height) are not met in this case. We therefore adopt the latter of these approaches, and use kriging to represent the full structure of the plume. This approach necessarily assumes temporal invariance of the plume over the period of sampling: in this case ~2.5 hours.

Following the work of (Mays et al., 2009; Cambaliza et al., 2014; O’Shea et al., 2014a) we derive fluxes using Eq. (5):

\[
F = \int_0^{x_{\text{max}}} \int_a^b (X_{ij} - X_b) n_{\text{air}}(z) U_{Lij} \, \text{dx} \, \text{dz}
\]

Here \(F\) (mol s\(^{-1}\)) is the bulk flux for the emission source, \(X_{ij}\) is the kriged mole fraction for a given species, \(X_b\) is the background mole fraction, \(n_{\text{air}}(z)\) is the molar air density (here derived as a linear function of altitude based on measured values) and \(U_{Lij}\) is the kriged wind speed perpendicular to the vertical sample plane across which the integral is taken.

Kriging is an interpolation method based on a stochastic Gaussian model, and is described in detail by Kitanidis (1997). It converts samples with sparse spatial coverage into a 2D grid of estimated values, with an associated grid of standard errors for these values. Here we use a modified version of the EasyKrig software (© Dezhang Chu and Woods Hole Ocean Institution) to perform the kriging; again more detail regarding the application of this software with regards to aircraft mass balance flux calculations is given by Mays et al. (2009). More detail regarding the kriging parameters used is included in the supplementary material.

The results from the kriging were output on a 20 x 29 cell grid, with a vertical resolution of 50 m and a horizontal resolution of 5 km respectively, as shown in Fig. 7. As the lowest transect was conducted at ~120 m altitude, the structure of
the plume below this level was not constrained well by our sampling. Therefore the mole fractions for the lowest 100 m above ground level were taken to be the same as the kriged output for the layer at 100 – 150 m.

The background mole fraction \( X_b \) should be chosen to best represent the mole fraction that would be measured downwind of Greater London if there were no emissions within Greater London. We determined this background for each trace gas by taking the average mole fraction over all cells within 15 km of the north or south boundary of the sample plane (i.e. the three columns at each edge of the plane in Fig. 7). This approach follows Mays et al. (2009) in determining the background from measurements in the downwind plane outside of the influence of the plume, and contrasts with the approach used by O’Shea et al. (2014a) O’Shea et al. (2014), who instead used measurements upwind of London to determine the background. The impact of the background calculation on the results obtained using the mass balance method is discussed further in Sect. 3.3. There are advantages and disadvantages to both methods. Using an upwind background approach such as in O’Shea et al. (2014), one is able to account for sources directly upwind of London in the background measurements, and avoid the influence of extraneous emissions to the north and south of London. However, either multiple transects upwind must be performed to capture the vertical mixing of upwind sources (and hence any vertical gradient in the background) or an assumption must be made that any upwind sources are well-mixed throughout the boundary layer.

A potentially more significant issue with sampling an upwind background prior to the downwind measurements is that, for a morning flight, the boundary layer height can increase significantly during the intervening time. This increase in boundary layer height is associated with entrainment of air from above the boundary layer, which consequently changes the background boundary layer mole fraction. Additionally, in this study we did not sample the same air mass upwind and downwind of London (i.e. we cannot consider this sampling to be in the Lagrangian frame), as the NAME run showed the air took ~9 hours to cover this distance. Therefore the air history for sampling upwind of London may differ significantly from the air history for sampling downwind of London.

These issues with using upwind measurements to calculate a background mole fraction, and the lack of intense sampling within the boundary layer upwind of London in this study, makes a downwind background more appropriate in this case. However, the influence of emission sources to the north and south of London on our calculated background, and the failure to account for emission sources directly upwind and downwind of London, represent key sources of bias in the derived mass balance fluxes below. The impact of this issue is discussed further in Sect. 3.3.

The background mole fractions used were 147.3 ppb for CO, 1941.6 ppb for CH\(_4\) and 409.1 ppm for CO\(_2\), which (despite the difference in background definition) are similar to the values used in the flux-dispersion method (see Table 1).

Although we have used these average background values in our main analysis, we have also calculated fluxes using interpolated background values (as recommended by Heimburger et al., 2017) to test the sensitivity of the results to this choice of approach.
3.2.2 Mass balance results

The fluxes calculated using Eq. (5) are given in Table 3, along with 1σ uncertainties derived by combining the kriging standard errors with the uncertainty in background mole fraction, taken to be the standard deviation for all background cells used. Also given are the aggregated NAEI emissions for the Greater London administrative area for each species. We have derived inventory scale factors, in principle analogous to those in Sect. 3.1.2, by taking the ratio of these aggregated NAEI emissions to the flux calculated using Eq. (5) for each species. Using the conventional mass balance method we calculate that the NAEI requires rescaling by factors of 2.27 for CO, 1.22 for CH₄ and 3.08 for CO₂. The differences between these values and those derived in Sect. 3.1.2 are discussed in Sect. 3.3 below. Using interpolated (as opposed to average) background mole fractions slightly increases the calculated fluxes, but in all cases the difference is less than 7%. The NAEI scale factors derived using an interpolated background are calculated to be 2.33 for CO, 1.31 for CH₄ and 3.19 for CO₂.

3.3 Comparing the flux-dispersion and mass balance methods

In Sects. 3.1 and 3.2 two different methods were applied to the same dataset to derive scale factors for the NAEI inventory such that it agrees with aircraft observations. However, the scale factors derived using the flux-dispersion method are significantly lower than those derived using the conventional mass balance method. This is because one of the key elements of the mass balance method, the assumption that a city acts as an isolated emission source surrounded by areas with negligible emissions, is clearly violated in this case. In order to deal with these extraneous emissions one either needs to account for them in the background mole fraction (such that all downwind enhancements are solely a product of Greater London emissions) or include them in the aggregated inventory emission total against which the top-down flux is compared. Here we consider the issues associated with both approaches.

From Fig. 4 it is evident that measurements within the London plume are strongly influenced by sources upwind, downwind, to the north and to the south of Greater London. The mole fraction that would be observed at a given location in the presence of these sources, but the absence of emissions within the Greater London boundary, is clearly not a measureable quantity. Our calculated background, which we derive using measurements either side of the plume, is subject to greater influence from emission sources to the north and to the south of Greater London relative to the in-plume measurements, while it fails to adequately capture emissions upwind and downwind of Greater London. There is no prior reason to assume that these two effects cancel each other out.

An alternative approach to background calculation utilises measurements upwind of the city (O’Shea et al., 2014a) use this method to calculate fluxes for Greater London, making the following implicit assumptions: 1) emissions upwind of the background measurements are well-mixed throughout the boundary layer, 2) the air history of the upwind sampling does not differ significantly from the air history of the downwind sampling, 3) entrainment of air into the boundary layer from above does not significantly impact the downwind mole fractions relative to the upwind measurements. All three of these assumptions appear dubious for the case study presented here; in particular it seems likely that there was significant
entrainment of air into the boundary layer as it increased in depth throughout the morning. We also have insufficient sampling upwind of London to determine the extent to which the boundary layer can be considered well-mixed. These factors motivated our decision to use a downwind background.

Even in cases where the above assumptions are satisfied, using an upwind background does not solve the fundamental issue of extraneous emission sources. All emissions between the upwind and downwind transects, including those outside Greater London, contribute to the measured downwind enhancements to some extent. Therefore it is not possible to isolate the mole fraction enhancement due solely to Greater London emissions using either background calculation method. The impact of this is discussed in Sect. 3.2.1 above; the calculated background mole fractions are influenced by extraneous emission sources to the north and south of Greater London, but do not account for sources upwind and downwind of the conurbation. Therefore, the measured mole fraction enhancements above this background do not emanate solely from emissions within Greater London; they are representative of the difference between emissions within the air history of the in-plume measurements and emissions within the air history of the background measurements.

By choosing to aggregate only NAEI emissions within the Greater London administrative area we have ignored this influence of surrounding emission sources on the calculated mole fraction enhancements, but in the case of London there are significant sources of all three gases outside this administrative area. In particular, leaving upwind and downwind sources out of the inventory total biases the derived inventory scale factors high for the mass balance method. The influence of these surrounding emission sources could also explain the large inventory upscaling factors derived by O’Shea et al. (2014a) when comparing their calculated mass balance fluxes to the NAEI totals for Greater London. O’Shea et al. (2014), who used a mass balance approach to estimate London emissions for a previous case study in 2012. Although an upwind background was used in that study, mitigating the impact of emission sources upwind of London on the derived fluxes, this approach is still susceptible to biases associated with emissions downwind and to the north and south of London, which all contribute to the measured mole fraction enhancements in that study.

Given that it is not possible (even in principle) to isolate enhancements due to Greater London emissions, it is logical to consider over what area emissions can be considered to contribute to the calculated mass balance flux (for a given choice of background). Clearly one could choose a different region over which to aggregate NAEI emissions, but for a non-isolated source such a choice is inherently arbitrary and yet has a direct impact on the derived inventory scale factor. Just as ignoring sources which contribute to the plume resulted here in high-biased scale factors, aggregating over too wide an area would introduce a low bias, as sources which actually contribute predominantly to the measured background are instead assumed to contribute to the plume. Emissions from many source areas contribute to some extent to both the in-plume and background measurements, making it unclear whether or not to include these in the aggregated inventory total.

Dispersion model air histories are frequently used to define the flux footprint when using Lagrangian mass balance techniques (e.g. O’Shea et al., 2014b) and Integrative Mass Boundary Layer techniques (e.g. Font et al., 2015). These techniques balance the change in species concentration within a column of air against the fluxes through the top, bottom and sides of the column.
An analogous approach to footprint calculation here would be to attribute the derived mass balance flux to the area given by the NAME air history for in-plume sampling. However, such an approach would be invalid because emissions from within this area also contribute to background sampling. This is evident from the overlap between the aggregate air histories for in-plume sampling (Fig. 4b) and background sampling (Fig. 4a); assuming all of the emissions from the area covered by the in-plume air history contributed directly to an enhancement above the background would yield a huge aggregate bottom-up flux that would not be representative of the calculated mass balance flux. Fundamentally, because emissions from many source areas contribute to some extent to both the in-plume and background measurements, making it unclear whether or not to include these in the aggregated inventory total, any choice of inventory aggregation area is inherently arbitrary, frequently use dispersion model air histories to define the measured flux footprint. However, the methodology employed by these techniques, i.e. balancing the change in species concentration within a column of air against the various fluxes per unit area into and out of the column, lends itself more naturally to such a flux footprint definition, as it does not rely on defining a spatially separate period of background sampling. Using the downwind mass balance approach here, we cannot simply attribute the derived mass balance flux to the area given by the NAME air history for in-plume sampling, as the emissions from much of this area contribute to the background sampling as well (this can clearly be seen from Fig. 4). The techniques referred to above provide alternative methods for quantifying emissions from urban areas, although they generally have to assume emissions are well-mixed throughout the boundary layer (which is not always the case over urban areas), and obtaining permission to fly at low level directly over a city can present an additional logistical issue.

In summary, it is not possible to determine a background such that all calculated enhancements result purely from Greater London emissions. Neither, for a given choice of background, can we unambiguously determine what area inventory emissions should be aggregated over. This demonstrates the difficulty in employing this type of mass balance technique to estimate emissions from a non isolated source the impact of the arbitrary choice of inventory aggregation area on the conclusions drawn using the mass balance method demonstrates the inappropriateness of the downwind mass balance technique for non-isolated emission sources. Instead, the flux-dispersion method provides a good alternative in these cases because it explicitly accounts for the relative influence of all emissions on the in-plume and background sampling, as it is not subject to such biases.

5. Conclusions

Aircraft mass balance techniques are an effective way of determining emissions from isolated sources, but they require surrounding areas to be negligible emission sources in order to yield robust results. This is a well-known assumption associated with these methods. However in the absence of alternative techniques using the same sample dataset against which the mass balance results can be compared, one is forced either to simply state this assumption as a caveat or to abandon the effort entirely.
In this study we have developed an alternative technique using a Lagrangian dispersion model to quantify the transport of inventory emissions to the aircraft sample locations, so that a direct comparison of flux per unit area can be made at the measurement locations. In contrast to the conventional mass balance technique, this method does not require cities to be isolated from surrounding emission sources, rendering it more appropriate in many cases. We have demonstrated this new technique by applying it to a single-flight case study measuring London emissions, which yielded inventory scale factors of 1.00 (0.90-1.13) for CO, 0.70 (0.61-0.79) for CH₄ and 1.57 (1.40-1.77) for CO₂. These values represent the factors by which the inventory emissions need to be multiplied to agree with the aircraft measurements, although the absence of biospheric fluxes in the inventory means direct comparison with the CO₂ measurements is not appropriate. Using a mass balance approach we derived significantly higher values (2.27, 1.22 and 3.08 respectively), which we conclude are biased as a consequence of significant sources outside the Greater London administrative region, which are neither adequately captured by the background mole fraction calculation or easy to account for in the choice of inventory aggregation area. The magnitude of this bias demonstrates how employing a mass balance method for a non-isolated source can lead to highly misleading conclusions regarding the accuracy of the emissions inventory under study.

It is important to emphasise that the inventory scale factors derived here represent the results from a single case study and therefore are not necessarily representative of the annual timescale of the NAEI emissions. In order to better validate the inventory on this timescale repeated flights following a similar sampling strategy are required. The limited spatial selectivity of the flux-dispersion technique represents another caveat on the results from a single flight, as the derived flux ratios are not only sensitive to emissions from the London conurbation but also to emissions from a fairly wide area surrounding it. Repeated flights should therefore be designed to incorporate sampling under different prevailing wind directions, so that the systematic impact of extraneous sources on the overall results is minimised. Using the flux-dispersion method developed here in combination with representative aircraft sampling on an annual timescale could provide a robust assessment of inventory fluxes at the city scale in the case of non-isolated sources for which the mass balance technique is not appropriate.
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Alt (m)</th>
<th>CO (ppb)</th>
<th>CH₄ (ppb)</th>
<th>CO₂ (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>South</td>
<td>North</td>
<td>South</td>
<td>North</td>
</tr>
<tr>
<td>Measured</td>
<td>287</td>
<td>148.4</td>
<td>147.4</td>
<td>1943.1</td>
</tr>
<tr>
<td></td>
<td>460</td>
<td>149.2</td>
<td>145.3</td>
<td>1942.5</td>
</tr>
<tr>
<td></td>
<td>575</td>
<td>150.2</td>
<td>149.9</td>
<td>1943.6</td>
</tr>
<tr>
<td>Simulated</td>
<td>287</td>
<td>3.7</td>
<td>4.5</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>460</td>
<td>3.7</td>
<td>3.8</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>575</td>
<td>3.7</td>
<td>4.3</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Table 1: Background mole fractions for each species to the north and the south of the London plume, calculated using the flux-dispersion method.
Table 2: Mean flux densities calculated using the flux-dispersion method, given for each transect and taken over all three transects. The ratios between measured and simulated flux densities are all given.
<table>
<thead>
<tr>
<th></th>
<th>CO</th>
<th>CH₄</th>
<th>CO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flux (kmol s⁻¹)</td>
<td>0.178 0.006</td>
<td>0.182 0.009</td>
<td>44.7 1.2</td>
</tr>
<tr>
<td>NAEI emissions (kmol s⁻¹)</td>
<td>0.079 N/A</td>
<td>0.149 N/A</td>
<td>14.5 N/A</td>
</tr>
<tr>
<td>Ratio</td>
<td>2.27 0.07</td>
<td>1.22 0.06</td>
<td>3.08 0.08</td>
</tr>
</tbody>
</table>

Table 3: Bulk fluxes calculated using a conventional mass balance technique and corresponding NAEI emissions, aggregated over the Greater London administrative region. The ratio of mass balance flux to NAEI emission is also given.
Figure 1: Aircraft flight track on 04 March 2016, coloured by altitude. Wind barbs are used to represent wind speed and direction, averaged over 5 minutes, using the convention where each full wind barb represents a wind speed of 10 knots. The border of the Greater London administrative region is shown in grey for reference.
Figure 2: Altitude-latitude projections of measured mole fraction (a – c) and simulated (d – f) mole fraction enhancement downwind of London for each species.
Figure 3: Altitude-latitude projection showing the influence of London on the downwind sampling, as determined from the NAME air histories. The colour scale represents the fraction of aggregated NAME air history $D_{ij}$ within the Greater London administrative region for each NAME release period. Background periods, where the London fraction is less than 0.05%, are shown in red.
Figure 4: NAME air histories aggregated over (a) background sampling periods, and b) in-plume sampling periods, overlaid on an NAEI emissions inventory map for CH$_4$ (shown using a saturated colour scale). Both air histories have been normalised such that they sum to 1, with grey and pink contours shown in each plot surrounding the vast majority (99.9995%) of sample influence. These contours are included in panel c), d) and e) to provide a better visual comparison between the two aggregate air histories in the context of the inventory emissions for CH$_4$, CO$_2$ and CO respectively.
Figure 5: Comparison between wind speeds measured by the aircraft and the corresponding wind speeds at the aircraft location from the UKV model. It can be seen that the model generally overestimates wind speed within the boundary layer.
Figure 6: Measured and simulated flux densities for CO$_2$, CH$_4$ and CO, given for the three transects (287 m, 460 m and 575 m) used to assess inventory accuracy.
Figure 7: Altitude-latitude projections of: a) – c) measured data, d) – f) kriged data, g) – j) kriging standard error, for CO$_2$, CH$_4$ and CO respectively.