Application of positive matrix factorization to on-road measurements for source apportionment of diesel- and gasoline-powered vehicle emissions in Mexico City
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The goal of this research is to quantify diesel- and gasoline-powered motor vehicle emissions within the Mexico City Metropolitan Area (MCMA) using on-road measurements captured by a mobile laboratory combined with positive matrix factorization (PMF) receptor modeling. During the MCMA-2006 ground-based component of the MILAGRO field campaign, the Aerodyne Mobile Laboratory (AML) measured many gaseous and particulate pollutants, including carbon dioxide, carbon monoxide (CO), nitrogen oxides (NO\textsubscript{x}), benzene, toluene, alkylated aromatics, formaldehyde, acetaldehyde, acetone, ammonia, particle number, fine particulate mass (PM\textsubscript{2.5}), and black carbon (BC). These serve as inputs to the receptor model, which is able to resolve three factors corresponding to gasoline engine exhaust, diesel engine exhaust, and the urban background. Using the source profiles, we calculate fuel-based emission factors for each type of exhaust. The MCMA’s gasoline-powered vehicles are considerably dirtier, on average, than those in the US with respect to CO and aldehydes. Its diesel-powered vehicles have similar emission factors of NO\textsubscript{x} and higher emission factors of aldehydes, particle number, and BC. In the fleet sampled during AML driving, gasoline-powered vehicles are responsible for 97% of mobile source emissions of CO, 22% of NO\textsubscript{x}, 95–97% of aromatics, 72–85% of carbonyls, 74% of ammonia, negligible amounts of particle number, 26% of PM\textsubscript{2.5}, and 2% of BC; diesel-powered vehicles account for the balance. Because the mobile lab spent 17% of its time waiting at stop-lights, the results may overemphasize idling conditions, possibly resulting in an underestimate of NO\textsubscript{x} and overestimate of CO emissions. On the other hand, estimates of the inventory that do not correctly account for emissions during idling are likely to produce bias in the opposite direction. Nevertheless, the fuel-based inventory suggests that mobile source emissions of CO and NO\textsubscript{x} are overstated in the official inventory while emissions of VOCs may be understated. For NO\textsubscript{x}, the fuel-based inventory is lower for gasoline-powered vehicles but higher for diesel-powered ones compared to the official inventory.
1 Introduction

The rapid growth and development of the Mexico City Metropolitan Area (MCMA) over the past 30–40 years has led to a commensurate increase in pollutant sources within the transportation sector that has significantly impacted air quality in the region. MCMA government authorities are continuing their efforts to curb mobile source emissions. In 1985, less than 1% of cars in the MCMA had catalytic converters, and by 1999, this fraction had risen to 65% as a direct result of a law which required two-way catalytic converters beginning with model-year 1991 vehicles and three-way catalytic converters beginning with model-year 1993 vehicles (Molina and Molina, 2002). There have also been significant improvements in the inspection and maintenance of vehicles throughout the MCMA. The benefits of stringent emission control standards and technological advancements in fuels and vehicles are undeniable (Kirchstetter et al., 1999b; Sawyer et al., 2000). Such improvements have been responsible for reducing mobile source emissions, or at least preventing them from growing in the face of an increasing number of vehicles on the road and distances driven (Zavala et al., 2009b). Despite its efforts, the MCMA still experiences serious air pollution problems with many pollutants regularly exceeding Mexican and US air quality standards.

Motor vehicles are the dominant source of emissions of regulated pollutants in most megacities, including the MCMA. Mexico’s official emission inventory for 2006 suggests that transportation was responsible for 99% of carbon monoxide (CO), 82% of nitrogen oxides (NOx), 34% of volatile non-methane organic compounds (VOCs), 23% of coarse particulate matter (PM10), 62% of fine particulate matter (PM2.5), and 48% of sulfur dioxide (SO2) emissions (SMA, 2008a). Even though diesel-powered vehicles accounted for less than 6% of all vehicles, they were estimated to be responsible for over 78% of PM2.5 and 31% of NOx emissions from mobile sources, if all “autobuses” (in contrast to “microbuses”) are assumed to run on diesel fuel.

Emissions from gasoline- versus diesel-powered vehicles differ enormously by pollutant and by time of day and day of week (Marr et al., 2002), so distinguishing between
the two is important from the standpoint of air quality management. For mobile sources, CO and VOC are mainly associated with gasoline-powered engines, PM$_{2.5}$ with diesel-powered engines, and NO$_x$ with both. Differences in operating conditions between the Otto and Diesel cycles and between the two fuels’ physicochemical properties are the primary cause for the distinctions. A second reason for the difference is that, at present, there are more stringent controls on light-duty gasoline-powered cars than on heavy-duty diesel-powered trucks and buses. As a result, the development of effective control strategies focusing on mobile sources must accurately distinguish between emissions from the two major engine types.

Validation of emission inventories through independent measurements is a critical step in air quality management. Mexico uses a customized version of the US Environmental Protection Agency’s MOBILE program that incorporates locally measured emission factors to develop its official inventory. We have been using the Aerodyne Mobile Laboratory (AML) (Kolb et al., 2004) to characterize emissions in the MCMA and other locations under real-world driving conditions across a wide variety of in-use vehicles. The AML is equipped with a suite of fast gaseous and particulate analyzers capable of operating during driving. Using measurements from a field campaign in 2003, we developed an alternative mobile source emission inventory for the MCMA (Jiang et al., 2005; Zavala et al., 2006). Compared to the government’s official inventory, the estimates for CO and NO$_x$ were 20–40% lower, and those for VOCs and PM$_{2.5}$ were 20–30% higher. In 2006, the AML was deployed in Mexico City again as part of the ground-based MCMA-2006 component of the large field campaign, Megacity Initiative: Local and Global Research Observations (MILAGRO). New, faster CO and NO$_x$ analyzers on the AML enabled improved quantification of emissions.

Previous work has employed two different approaches to deriving emission factors from on-road measurements collected by the AML (Canagaratna et al., 2004; Herndon et al., 2005a; Herndon et al., 2005b; Jiang et al., 2005; Shorter et al., 2005; Zavala et al., 2006; Zavala et al., 2009a; Zavala et al., 2009b). In the first, known as the “chasing” technique, individual vehicles are targeted, and pollutant concentrations in plumes
intercepted during the chase are subsequently analyzed to determine emission factors. Although this method is able to identify individual vehicle types (e.g., heavy-duty diesel truck versus gasoline-powered taxi), it is highly labor intensive and therefore limited in terms of the vehicle sample size. In the second approach, dubbed the “fleet-average” technique, the AML is considered to be continually sensing exhaust plumes from the vehicles around it. In this mode, all time series data points that are associated with exhaust plumes can be used – minus those contaminated by the AML’s own exhaust – to develop emission factors representative of an ensemble of on-road vehicles. Further screening by speed can allow characterization of emissions as a function of driving conditions (Zavala et al., 2009b). This method allows more automated processing of data but is not able to distinguish between vehicle types without additional video analysis. Here, we present a third approach that applies positive matrix factorization (PMF) to resolve gasoline engine exhaust from diesel and to calculate emission factors associated with each fuel.

PMF has been used extensively as a means of source apportionment (e.g., Kim et al., 2004; Lee et al., 2006; Paterson et al., 1999; Pekney et al., 2006). In a study of polycyclic aromatic hydrocarbons in ambient air in Baltimore, Larsen et al. (2003) identified PMF as the only one among three source apportionment methods with the ability to isolate gasoline from diesel sources. Applying PMF to one-hour gaseous and particulate concentrations from a stationary site in southern California, Grover and Eatough (2008) derived six factors, including one attributed to gasoline-powered vehicle emissions and one to the diesel counterpart.

Only a limited number of studies have determined emissions from both gasoline- and diesel-powered vehicles under a variety of on-road driving conditions. The main objective of this study is to quantify emission factors from both gasoline- and diesel-powered vehicles in the MCMA. The AML offers the advantage of real-time measurement of emissions over the full range of on-road driving conditions, without being confined to a single site along a roadway or relying on offline chemical analyses. To resolve vehicle emissions from background air pollution, we apply PMF to on-road data collected by
the AML during the MCMA-2006 field campaign. To our knowledge, this is the first time that PMF has been applied to fast, on-road data. From the resulting source profiles, we then calculate fuel-based emission factors and estimate the total motor vehicle emission inventory for the MCMA. By providing alternative estimates of vehicle emissions in Mexico City, the results of this work will contribute to the current understanding of emission factors and inventories and their associated uncertainties.

2 Methods

The Aerodyne Mobile Lab (AML) (Kolb et al., 2004), designed and built by Aerodyne Research Inc., was equipped with a suite of fast-response analyzers that measure the gases and particles listed in Table 1 at a 1-s sampling interval. Between 2003 and 2006, upgrades to the instruments on the AML allowed faster measurement of CO and NO\textsubscript{x}. Environmental conditions such as wind speed, pressure, temperature, and relative humidity were also measured continuously, and a video camera recorded the view ahead, providing a record of surrounding traffic conditions, types of vehicles, and possible emission sources. The aerosol photometer for measuring PM\textsubscript{2.5} mass used the factory calibration for Arizona Test Dust. Based on previous gravimetric calibrations of the PM\textsubscript{2.5} analyzer in Mexico City (Jiang et al., 2005), we multiplied the factory-calibrated output by 0.34. Because the optical properties of PM\textsubscript{2.5} depend strongly on the size distribution and chemical composition of the particles, the values reported here should be viewed as only semi-quantitative.

In contrast to the MCMA-2003 field campaign, during which the AML was deployed on city streets and highways on most days, in 2006, the AML focused on stationary-site measurements, and parked at fixed locations for periods of 2–12 days. However, driving between sites presented the opportunity to sample exhaust emissions from surrounding vehicles on the roadway. This study focuses on a drive between the Universidad Technológica de Tecámac (T1 supersite) in the northeastern part of the MCMA and Santa Ana south of the city on 22 March 2006. The distance between the two
sites is approximately 75 km, and driving took place from 11:00 until 14:30. During this period, the AML encountered a wide range of conditions, from idling in traffic at stoplights to navigating two- and four-lane roads to cruising along multi-lane highways. Based on manual counts of vehicles for 5 out of every 15 min, we estimate that the AML passed or was passed by 380 vehicles and that ~8% of these were diesel-powered. To the experienced team of researchers, nothing was overtly unusual about the road, driving conditions, or vehicle fleet encountered on this day compared to others. Drives on other days during the field campaign were too short for analysis, lacked sufficient traffic, and/or were subject to rain.

Quality assurance and control of the measurements included routine calibration of the analyzers, overblowing the inlet with “zero” air every five minutes, removal of potential self-sampling data points when the wind was blowing from the rear of the AML, and precise alignment of all time series by visual inspection. After screening, 3953 1-s data points remained.

To conduct the source apportionment, we used the United States Environmental Protection Agency’s (EPA) PMF 3.0 receptor model, which is based on the Multilinear Engine 2 program (Paatero, 1999). The model assumes that concentrations at a receptor (the AML in this case) are linear combinations of different sources and solves for both the source profiles and their fractional contributions to the observations at each point in time:

\[ x_{ij} = \sum_{k=1}^{p} g_{ik} f_{kj} + e_{ij} \]  (1)

where \( x_{ij} \) is the observed concentration of species \( j \) at the \( i \)-th observation in time; \( k \) is a factor (source) up to a total of \( p \) sources, where \( p \) is specified by the user; \( g_{ik} \) is the fractional contribution of source \( k \) at the \( i \)-th observation in time; \( f_{kj} \) is the fraction of the \( k \)-th factor that is species \( j \); and \( e_{ij} \) is the residual. The matrix \( G \), then, contains the time series of relative contributions of each source to the observation, and \( F \) contains
the source profiles. The objective function to be minimized by PMF is:

\[ Q = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{\theta_{ij}^{2}}{s_{ij}^{2}} \]  

(2)

where \( i \) runs from the first measurement in time to \( n = 3953 \) in our case, \( j \) is one of 13 species appearing in Table 1 with NO and NO\(_2\) summed to NO\(_x\) and black carbon excluded), and \( s_{ij} \) is:

\[ s_{ij} = \sqrt{(u_{ij}x_{ij})^2 + \text{lod}_j^2} \]  

(3)

where \( u_j \) and \( \text{lod}_j \) are the uncertainty and limit of detection, respectively, associated with each species. If the measured concentration is less than the limit of detection, then \( u_{ij} \) is assigned the value of \( 5/6 \) of \( \text{lod}_j \). The limits of detection and relative uncertainties for each species are based on manufacturers’ specifications, calibration gas accuracies, and researchers’ experience with the analyzers.

Following recommendations from a study of noise in factor analysis (Paatero and Hopke, 2003), we designated ammonia as a “weak” species within the modeling program because of its relatively low signal-to-noise ratio of 0.89. The model then triples this species’ uncertainty. We tested 20 random starting points to ensure identification of the global minimum. In theory, \( Q \) will be roughly equal to the number of elements of the matrix \( X \) (i.e., the product of \( i \) and \( j \)), or 51,389 in this study. Because the black carbon (BC) analyzer had a slower sampling interval of 2 s, we treated it separately from the other species and calculated its source profile using multiple linear regression of the measured concentrations against the factor contributions, \( g_{ik} \) in Eq. (1), derived from PMF.

To quantify uncertainty in the derived source profiles, we used the PMF model’s bootstrapping capability with 500 runs and a minimum correlation coefficient of 0.6 for mapping of the bootstrap factors to the base factors. To address rotational freedom in the solution, we examined correlations between the time series of different factor
contributions in “G-space” plots (Paatero et al., 2005). A lack of “edges” in the scatter-plots between any two factors suggests that unrealistic rotations are not present in the solution. Furthermore, we imposed rotations in the solution by adjusting the model’s FPEAK rotational parameter between −1 and +1 and then inspected the resulting G-space plots for improved results.

PMF requires careful interpretation of the results to ensure their physical and chemical significance. We hypothesized that we would be able to resolve at least three source factors in the on-road data: background, gasoline engine exhaust, and diesel engine exhaust. The background is defined as ambient air in the absence of vehicular emissions. It encompasses local industrial, commercial, and residential sources, as well as transported pollution. We also attempted to resolve multiple background factors and to isolate raw gasoline engine exhaust from that treated by a catalytic converter. In running the model, we systematically varied the number of factors between three and five. Interpretability was a main criterion in judging results, as used in other studies (e.g., Shrivastava et al., 2007) and recommended in a review of PMF methods (Reff et al., 2007). We evaluated the absolute and relative concentrations in each of the factors and compared the time series of source contributions against the video recording of the surrounding traffic. For example, the CO$_2$ mixing ratio in any background factors should sum to ~380 ppm, and a gasoline factor could be identified by relatively higher CO and benzene compared to PM$_{2.5}$. Furthermore, any background factor’s time series should be more constant than those associated with vehicles, which would show spikes when the AML happened to be sampling an exhaust plume. While all instruments listed in Table 1 and used in the PMF analysis had a sampling rate of 1 s, their true time response varied from less than 1 s to ~30 s (e.g., TSI model 3022a CPC). This variation in time response has potentially important implications for PMF analysis and the discrimination between minor source factors.

To calculate emission factors in units of grams of pollutant per liter of fuel, we applied a mass balance on carbon (Jiang et al., 2005; Singer and Harley, 2000) to the source profiles derived by PMF. Mass fractions of carbon in the fuel were 0.87 for both
gasoline (Schifter et al., 2005) and diesel fuel (Kirchstetter et al., 1999a). The calculation required an estimate of VOC emissions to completely balance carbon in the fuel. Because the PTR-MS provided measurements of certain organic compounds but not the total, we scaled benzene by a VOC/benzene ratio of 69±7 ppb C/ppb C\(^{-1}\) (mean±standard error) measured in 60 VOC canisters collected on the AML while driving in Mexico City in 2003 (Velasco et al., 2007). We assumed a molecular weight of 14 g mol C\(^{-1}\) for the VOC mixture, resulting in a VOC/benzene mass ratio of 74. These assumptions are reasonable, but not critical, because VOCs accounted for only 5% of carbon in gasoline exhaust and 1% in diesel exhaust. Finally, for comparison, we also computed emission factors using a method developed for the MCMA-2003 field campaign, in which we determined baseline-subtracted concentrations of all pollutants, calculated emission factors at each point in time (10-s averages) from these values, and combined the results to determine fleet averages (Jiang et al., 2005).

### 3 Results

Figure 1 displays an example 2-min time series of CO\(_2\), CO, NO\(_x\), benzene, and particle number measured during the drive. Concentrations vary rapidly over ranges much broader than typically seen at stationary monitoring sites. Different species are roughly correlated in time, and peaks correspond to occasions when the AML intercepted exhaust plumes from the surrounding traffic. For example, when concentrations of all species increase together at 13:13:20, the AML is merging from a side street onto a much busier thoroughfare. The large, sharp peak in all species at 13:14:41 occurs when a large tanker truck passes the AML.

The optimal number of PMF factors derived from these data is three, where one factor represents background air, the second gasoline engine exhaust, and the third diesel engine exhaust. The four- and five-factor solutions are not interpretable. In the four-factor solution, one source profile contains all the formaldehyde and no CO\(_2\), suggesting that it might represent background secondary products of atmospheric chemistry,
but the time series of its contributions does not support this hypothesis. The time series has similar features to that of diesel engine exhaust. In the five-factor solution, one factor again contains all of the formaldehyde but no CO₂.

The factorization is not able to distinguish between untreated gasoline exhaust and that processed by a catalytic converter. Reactions in a catalytic converter can produce ammonia incidentally, and this species therefore has the potential to be a marker of treated exhaust (Herndon et al., 2005a; Livingston et al., 2009). However, its large methodological uncertainty in this study, 50%, limits its usefulness. The factorization also does not detect emissions from alternatively fueled vehicles using liquefied petroleum gas (LPG) or compressed natural gas (CNG). Such vehicles account for only 1% of the fleet (SMA, 2008a), so their contribution to emissions is assumed to be negligible.

In the three-factor model, all PMF runs converge, and the robust Qs, from which outliers whose scaled residual exceed four are excluded, range between 185 071 and 206 130. True Qs vary from 366 229 to 382 609. Qs larger than the number of degrees of freedom are expected because of the presence of high-emitting vehicles among the population. Their dirtier emissions produce large residuals, yet must be retained in the model in order to obtain representative fleet averages.

In the G-space scatterplots, factors appear to be at least weakly independent, and anticorrelation is present between the background and gasoline exhaust factor contributions and between the background and diesel exhaust factor contributions. This relationship is expected because either vehicle exhaust or the background will dominate for most 1-s time intervals. The presence of a slight “edge” in the plot between the background and diesel factors suggests that some rotational ambiguity is present in the solution (Paatero et al., 2005). Forcing rotations by varying the FPEAK parameter between −1 and +1, we find that values less than or equal to −0.4 improve the appearance of G-space plots. These rotations, however, produce background CO₂ levels 4–7 ppm lower than the unrotated solution’s concentration of 378 ppm. Such levels are lower even than the global background; and concomitantly higher gasoline and diesel
engine CO\textsubscript{2} concentrations, which when used to calculate emission factors, result in values much lower than expected. As a portion of the on-road “background” source surely reflects regional-scale vehicle emissions, some similarities between the sources are expected, so this result is not surprising. On the basis of this analysis, we conclude that the original solution is likely to represent the most correct rotation.

Figure 2 depicts the source profiles derived by PMF. Based on profile concentrations and factor contribution time series shown in Fig. 3, the profiles correspond to gasoline engine exhaust, diesel engine exhaust, and background sources. The identification of diesel versus gasoline exhaust emissions of pollutant species is rooted in the fundamental differences in engine operating conditions and fuel types. Gasoline engines usually operate around an equivalence ratio of one, but can also run fuel-rich in some situations, especially in the reduced oxygen atmosphere of Mexico City. In the absence of a functioning catalytic converter, fuel-rich conditions lead to high emissions of both CO and VOCs due to incomplete combustion. In contrast, diesel engines operate under fuel-lean conditions, which maximize NO\textsubscript{x} emissions, and diesel-powered vehicles lack catalytic converters. The less volatile diesel fuel produces greater amounts of soot and less evaporative VOC emissions.

The background factor is comprised of 378 ppm of CO\textsubscript{2}, 199 ppb of CO, 3.7 ppb of NO\textsubscript{x}, 0.5 ppb of benzene, 0.8 ppb of toluene, 0.6 ppb of C\textsubscript{2} benzenes, 0.5 ppb of C\textsubscript{3} benzenes, 15 ppb of ammonia, 6.2 ppb of formaldehyde, 4.6 ppb of acetaldehyde, 5.2 ppb of acetone, 26 900 particles cm\textsuperscript{-3}, and 30 µg m\textsuperscript{-3} of PM\textsubscript{2.5}. These levels agree well with the global background level of CO\textsubscript{2} of 380 ppm; boundary layer CO and NO\textsubscript{x} concentrations of 249±110 ppb and 3.7±5.1 ppb, respectively, measured by aircraft during the field campaign (Shon et al., 2008); and urban background PM\textsubscript{2.5} concentrations of 25–50 µg m\textsuperscript{-3} between the hours of 11:00–14:00 during the field campaign (Querol et al., 2008). The background factor accounts for the majority of several species: 89% of CO\textsubscript{2}, 80% of ammonia, 53% of formaldehyde, 70% of acetaldehyde, 81% of acetone, and 89% of PM\textsubscript{2.5}. These percentages are in agreement with the expectation that non-mobile sources are responsible for the majority of ammonia and
PM$_{2.5}$ and that carbonyls from secondary production will appear in the background factor. The gasoline factor has the largest concentrations of CO and aromatics and smallest of particle number relative to the other factors; these features are consistent with emissions from gasoline engines (Sawyer et al., 2000). On a concentration basis, the diesel factor is associated with 15 times less CO, seven times more NO$_x$, 10–14 times less aromatics, and all of the particle counts compared to the gasoline factor. The assignment of this factor follows from previous work showing that diesel engines have lower CO and hydrocarbon and higher NO$_x$ and particle emission factors relative to gasoline engines (Kirchstetter et al., 1999a; Sawyer et al., 2000). We confirm the identity of the factors by examining the time series of their contributions in conjunction with the AML's video from the drive.

Figure 3 displays the time series of the factor contributions during the entire driving period. A value of one means that the contribution to a receptor at a particular point in time is equal to that averaged over the entire period. Thus, a value of five, for example, at a certain point in time means that the source represented by the factor is contributing five times as much to the observation at the receptor in that instant, compared to its contribution averaged over the entire time period. The background source’s time series (thick blue line) hovers around one most of the time, while the contributions from the other gasoline and diesel sources (red and black lines) vary over a much wider range and exhibit numerous short-lived peaks. At times, the gasoline and diesel sources contribute over 20 times more than average to the observed concentrations. This behavior corresponds to the AML's sporadically intercepting exhaust plumes from surrounding vehicles with varying levels of dilution. By examining the AML's video of the view ahead of it, we can verify the identities of the factors. The 15 most prominent spikes in the figure are labeled with a letter corresponding to entries in Table 2, which describes the traffic at these points in time. In all cases, the spikes coincide with the presence of vehicles nearby, and when the diesel factor’s values are large, trucks and/or buses are in view. Three of the spikes occur when the AML starts through an intersection just after the stoplight turns green. The AML may be intercepting exhaust from cross traffic.
that had just passed through the intersection, or it may be detecting large amounts of emissions associated with heavy accelerations of neighboring vehicles that had also been stopped at the light. While we focus on the spikes to verify the identities of the factors, in fact all data points are treated equally in the PMF analysis.

Table 3 presents fuel-based emission factors for gasoline- and diesel-powered vehicles calculated from the PMF results. The column labeled “Fleet-average 2006 Gasoline” reports ranges of emission factors from gasoline-powered vehicles calculated across three separate driving conditions: stop-and-go, heavy traffic, and cruising (Zavala et al., 2009b). The PMF-derived emission factors for gasoline-powered vehicles fall within the range of those calculated by the fleet-average method for all species except NO\textsubscript{x}, for which it is three times lower than even the lower end of the range. Reasons for the discrepancy are discussed in the following section. The true particle number emission factor for gasoline-powered vehicles is unlikely to be zero, as suggested by the PMF profiles. Rather, the 10–20% uncertainty in the condensation particle counter’s measurements dominates the expected order-of-magnitude difference in emissions between gasoline- and diesel-powered vehicles (Beddows and Harrison, 2008).

As expected, there are substantial differences in emission factors between the different fuel types. The ratios of emission factors for diesel sources relative to gasoline sources are 0.11 for CO; 11 for NO\textsubscript{x}; 0.17 for benzene; 0.11–0.12 for toluene, C\textsubscript{2} benzenes, and C\textsubscript{3} benzenes; 1.2 for ammonia; 0.57 for formaldehyde; 0.95 for acetaldehyde; 1.3 for acetone; and 9.7 for PM\textsubscript{2.5}. Gasoline engines dominate CO emissions and are mainly responsible for hydrocarbons, while diesel engines dominate particle number. Emission factors for NO\textsubscript{x} and PM\textsubscript{2.5} are ~10 times higher for diesel engines, but total emissions of these pollutants from the two engine types are closer because 3.7 times more gasoline than diesel fuel is consumed in the MCMA. Emission factors of the carbonyls formaldehyde, acetaldehyde, and acetone are similar for the two engine types.
The last two columns of Table 3 compare emission factors for all vehicles combined, gasoline- plus diesel-powered, in 2006 and 2003, calculated using the fleet-average method presented by Jiang et al. (2005). Results calculated using the fleet-average technique illustrate differences between it and the PMF method and allow evaluation of changes in emission factors between 2003 and 2006. In 2003, measurements were averaged over 10-s blocks to handle the slower response times of the CO and NO\textsubscript{x} analyzers, and we have replicated this averaging in the more recently acquired data to ensure a fair comparison. For reference, the averaging results in a difference of no more than ±5% for any species, except for 9% for NO\textsubscript{x}, compared to emission factors calculated using raw 1-s measurements without averaging. Emission factors for all vehicles combined in 2006, calculated using the fleet-average method, lie in between the gasoline and diesel PMF-based values, as they should, for all species except formaldehyde and PM\textsubscript{2.5}. In both cases, the fleet-average values are higher. Results for these pollutants may be confounded by secondary sources, which account for 20–70% of formaldehyde (Garcia et al., 2006) and the majority of PM\textsubscript{2.5} (Aiken et al., 2009) in the afternoon, and/or emissions from LPG-fueled vehicles (Zavala et al., 2006).

Between 2003 and 2006, combined fleet-average emission factors have decreased by 15% for CO and 53% for benzene but have not changed significantly for NO\textsubscript{x} or PM\textsubscript{2.5}. CO and benzene emissions are dominated by light-duty gasoline-powered vehicles, and a shift in the light-duty fleet to newer vehicles with better functioning catalytic converters is likely to be the reason for the change (Zavala et al., 2009b). The heavy-duty fleet, which is responsible for more of the NO\textsubscript{x} and PM\textsubscript{2.5} emissions, has a much slower rate of turnover, and there is less room for improvement in its emissions because of the absence of control systems (e.g., catalytic converters or particle traps), that create a stark contrast between older and newer vehicles. One caveat in comparing results from the two years is that the sample composition (i.e., fraction of gasoline-versus diesel-powered vehicles) may have differed between 2003, with 75 h of driving over 13 days, and 2006, with 3 h over a single day.
4 Discussion

We have successfully applied PMF for the separation of both gasoline and diesel engine exhaust from background sources in a roadway environment at high time resolution. To subdivide the background sources, additional species are required, but among those we considered, none were able to resolve other factors. We were not able to distinguish between exhaust from gasoline-powered vehicles with catalytic converters from those without. PMF using rapid (1-s sample rate), real-time, driving data may be limited in its ability to identify positively more than three major factors in this case due to a small data set (one drive day and no particle speciation other than BC), noise levels in instruments, and various instrument time responses (as evident in Fig. 1).

A natural point of comparison for the application of PMF in the MCMA is Los Angeles, another large city in North America whose air pollution problem is dominated by vehicle emissions. PMF applied to one-hour particulate and gaseous measurements at two sites downwind of Los Angeles yielded six factors (Eatough et al., 2007; Grover and Eatough, 2008). More detailed speciation of particulate matter and the use of stationary sites rather than a mobile roadway platform, whose milieu was dominated by vehicle exhaust, likely enabled the resolution of more factors. In the MCMA, gasoline engine exhaust accounted for 12% of NO\textsubscript{x} and diesel for 86% (and background sources for the remaining 2%). Downwind of Los Angeles, the diesel exhaust factor contained nearly all of the NO\textsubscript{x} associated with local mobile sources in Riverside but very little of it in Rubidoux. There, the gasoline exhaust factor contained the majority of NO\textsubscript{x}, and the discrepancy is not addressed. Downwind of Los Angeles, 4–9% of PM\textsubscript{2.5} was attributed to gasoline vehicle sources and 11–13% to diesel, with the remaining assigned to secondary nitrate, photochemical, organic, and primary sources of emissions. In the MCMA, a smaller share of PM\textsubscript{2.5} was apportioned to vehicular emissions: 1% to gasoline engine exhaust and 9% to diesel. In Los Angeles, all of the elemental carbon was apportioned to diesel sources, while in Mexico City, only 65% of BC was apportioned to diesel engine exhaust. The remaining 34% and 1% were apportioned to...
the background and gasoline exhaust, respectively. While vehicles dominate pollutant emissions in both cities, Mexico City appears to have a larger share of non-vehicular sources of combustion-related particulate emissions, perhaps from industrial activity, roadside food vendors, and biomass burning (Moffet et al., 2008).

Differences in gasoline engine emission factors, especially for NO\textsubscript{x}, between the fleet-average method (Zavala et al., 2009b) and PMF method may be attributed at least partially to the inclusion of idling in the PMF analysis. The PMF-based emission factors represent a composite across all driving conditions, including idling, stop-and-go activity, and cruising along surface streets and highways. During the drive, the AML spent 17% of its time stopped in traffic, mainly at stoplights, where it was surrounded by idling vehicles. In a study in Mexicali using the AML, Zavala et al. (2009a) showed that NO\textsubscript{x} emission factors were 3–5 times lower during idling compared to other driving modes, and measurements using on-board emissions monitors in urban driving conditions found NO\textsubscript{x} emission factors to be 1.3, 2.5, and 3.2 times lower during idling compared to accelerating, cruising, and decelerating, respectively (Tong et al., 2000). Therefore, we would expect idling-influenced emission factors to be lower than those associated with motion. For benzene, the PMF-derived emission factors fall near the upper end of the range across different driving modes determined by the fleet-average method, consistent with previous findings if idling is influencing the result. The PMF-derived emission factor for CO would also be expected to fall near the upper end of the range, as its value during idling has been found to be higher than during other driving modes. With a PMF-based CO emission factor of 251 g kg\textsuperscript{-1} versus a range of 89–380 g kg\textsuperscript{-1} across specific driving conditions, the numbers do not clearly support nor discredit the hypothesis about idling. Because the fuel consumption rate of vehicles is approximately three times lower when idling than while in motion, on average (Frey et al., 2003; Khan et al., 2009), idling could be overrepresented in this analysis, leading to an underestimate of NO\textsubscript{x} and overestimate of CO emissions. On the other hand, studies that do not correctly account for idling are subject to the opposite bias.
A remote sensing study of 11,289 gasoline-powered vehicles at four sites in Mexico City in 2006 (Schifter et al., 2008) produced measurements that can be compared to the emission factors shown in Table 3. Fuel-based emission factors were not directly reported, but on the basis of emission factors reported for a similar remote sensing study in 2000 (Schifter et al., 2005) and the percent change in exhaust gas concentrations reported in 2006 relative to the year 2000, adjusted to match the vehicle specific powers in each year (Schifter et al., 2008), we calculate that CO and NO$_x$ emission factors in 2006 were $121\pm14$ and $11.1\pm2.6$ g L$^{-1}$, respectively. This calculation assumes that the fuel's carbon content and density did not change between 2000 and 2006. Adjusted to the same units using gasoline density, the CO emission factor quantified using the AML with PMF in 2006 is $2.1\pm0.4$ times higher, and the NO$_x$ emission factor is $3\pm1$ times lower compared to the ones measured by remote sensing.

Differences between the remote sensing and AML results may stem from the AML's ability to capture emissions during idling and stop-and-go traffic, conditions not monitored by remote sensing. As discussed above, CO emission factors are higher and NO$_x$ emission factors are lower during idling compared to other driving conditions (Zavala et al., 2009a), and we know from the AML's video record that at stoplights, it was surrounded by idling vehicles. Additionally, differences in driving conditions among the two studies would produce differences in the observed emissions.

Gasoline-powered vehicles in Mexico City are much dirtier, on average, than those in the US for certain pollutants but comparable for others. The CO emission factor in the MCMA is 8–13 times higher than that measured across four sites in the US by remote sensing between 2005–2007 (Bishop and Stedman, 2008) and in the Caldecott Tunnel in the San Francisco Bay Area in 2006 (Ban-Weiss et al., 2008a). CO emission factors have fallen by a factor of four or more over the past decade in the US, so in some ways the MCMA's vehicle fleet resembles that of the US from over 10 years ago. The MCMA's carbonyl emission factors are also substantially higher than found in the US. Compared to measurements in the Caldecott Tunnel in 2006 (Ban-Weiss et al., 2008b), formaldehyde and acetaldehyde emission factors from gasoline-powered vehicles in Mexico City are much higher than those measured in the US.
vehicles in the MCMA are 17 times higher. Given the large differences in CO and aldehyde emission factors between the US and Mexico City, it seems surprising that the NOx emission factor determined by PMF is within 10% of that from the Caldecott Tunnel (Ban-Weiss et al., 2008b). However, the NOx emission factor we derived using the fleet-average technique (Zavala et al., 2009b) is at least three times higher than found in the US; again, the PMF-based value may represent a lower bound because of the inclusion of idling. Because of the semi-quantitative nature of the PM2.5 technique, we have omitted it from this analysis. At the very least, these comparisons suggest that there is great potential for reducing emissions of CO and aldehydes from gasoline-powered vehicles in the MCMA.

Much of the contrast between the two countries is probably attributable to differences in the age distribution of the vehicle fleet and in inspection and maintenance standards. Newer vehicles feature technological improvements in engine design and emissions control systems that lead to more efficient operation and reduced emissions. In the US, emission factors of vehicles that are 10–12 years old are ~4 times higher than those of vehicles five years old or younger (Bishop and Stedman, 2008). Chases of vehicles by a mobile laboratory in Macao in 2004 found CO emission factors of 230 g kg\(^{-1}\) for passenger cars at least 10 years old and 32 g kg\(^{-1}\) for newer cars, a factor of seven difference (Tang and Wang, 2006). The MCMA’s policy Hoy No Circula, which restricts vehicles from driving on certain days according to their license plate numbers, may have slowed the improvement in emissions from passenger cars because some households acquire additional vehicles for use on alternating days, and these tend to be older (Davis, 2008) and therefore more polluting. Differences in emission factors may also stem from the fact that tunnel studies and remote sensing studies are restricted to a single site, in contrast to the mobile laboratory which is exposed to a larger variety of driving conditions.

Emission factors from diesel-powered vehicles in the MCMA are more similar to those found in the US. In contrast to gasoline-powered vehicles, which have been subject to strict emissions regulations, diesel-powered vehicles have not had to employ
emissions control systems until very recently, so there has been considerably less variability in diesel-powered vehicle emissions over time, especially for NO\textsubscript{x} (Ban-Weiss et al., 2008b; Yanowitz et al., 2000). Measurements from the Caldecott Tunnel in 2006, Colorado in 2005, and the Squirrel Hill Tunnel in Pittsburg, Pennsylvania in 2002 produced diesel NO\textsubscript{x} emission factors of 40, 50, and 45 g kg\textsuperscript{-1}, respectively (Ban-Weiss et al., 2008b; Burgard et al., 2006; Grieshop et al., 2006). The MCMA’s value of 38 g kg\textsuperscript{-1} derived by PMF is similar. The agreement in the emission factor for NO\textsubscript{x}, the most significant diesel-related gaseous pollutant aside from CO\textsubscript{2}, adds confidence to our results from Mexico City. Diesel emission factors for particle number are 2–3 times higher in the MCMA than in the Caldecott Tunnel (Ban-Weiss et al., 2009; Kirchstetter et al., 1999a). Those for CO are three times lower, but because diesel-powered vehicles contribute very little to total CO emissions, the difference has minimal consequence. Emission factors of formaldehyde and acetaldehyde in the MCMA are 1.2–2.5 times higher than measured in the Caldecott Tunnel in 2006 (Ban-Weiss et al., 2008a), and that of BC is 1.7 times higher (Ban-Weiss et al., 2009). Some differences between studies may also be attributable to the use of different instrumentation, especially for particles. For example, the Caldecott study uses a water-based CPC for particle number and an aethalometer for BC, while the AML uses a butanol-based CPC and multi-angle absorption photometer for BC. A second difference is the inclusion of idling in the PMF analysis, but the influence is expected to be smaller than for gasoline-powered vehicles because diesel engine NO\textsubscript{x} and PM emission factors vary less as a function of engine load (Coelho et al., 2009; Huai et al., 2006; Khan et al., 2006; Shah et al., 2004; Zhai et al., 2008).

To estimate total emissions from on-road motor vehicles, shown in Table 4, we multiply the emission factors presented in Table 3 by fuel densities of 0.732 kg L\textsuperscript{-1} for gasoline (Schifter et al., 2005) and 0.84 kg L\textsuperscript{-1} for diesel (Kirchstetter et al., 1999a) and total fuel consumption of 7.66×10\textsuperscript{9} L of gasoline and 2.02×10\textsuperscript{9} L of diesel fuel in the MCMA in 2006 (SMA, 2008a). The calculation assumes that the vehicles encountered during the AML’s drive are representative of the MCMA’s fleet. For total VOCs, which were
not directly measured, we scale total benzene emissions by the on-road VOC/benzene ratio obtained in 2003 (see Sect. 2). Alternatively, if we calculate VOC emissions by multiplying CO emissions by the VOC/CO mass ratio of 0.13–0.21 measured in a remote sensing study in the MCMA in 2006 (Schifter et al., 2008), as done by Zavala et al. (2009b), we obtain a range which encompasses the initial estimate. Results from the present study suggest that gasoline-powered vehicles are responsible for 97% of mobile source emissions of CO, 22% of NO\textsubscript{x}, 95–97% of aromatics, 72–85% of carbonyls, 74% of ammonia, negligible amounts of particle number, 26% of PM\textsubscript{2.5}, and 2% of BC. Diesel-powered vehicles account for the balance, assuming that the contribution to emissions from the fleet’s 1% of LPG- and CNG-powered vehicles is negligible.

Because of the nature of the experiment, estimates using the AML do not include cold-start emissions, which in the US account for roughly 10% of emissions from gasoline-powered vehicles (Singer et al., 1999). In Mexico, the fractions are likely to be lower because of the reduced prevalence of catalytic converters (and thus higher running exhaust emissions). Additionally, the results may overemphasize idling conditions, possibly resulting in an underestimate of NO\textsubscript{x} and overestimate of CO emissions. However, estimates of the inventory that do not correctly account for emissions during idling may produce bias in the opposite direction. Idling is estimated to account for 5–9% of fuel consumption by light-duty vehicles (Frey et al., 2003; Carrico et al., 2009).

A comparison of these results with the official inventory (SMA, 2008a,b), shown in Table 4, suggests that total mobile source emissions of CO and NO\textsubscript{x} are overstated while VOCs may be understated. Using the fleet-average approach, we (Zavala et al., 2009b) reached a similar conclusion for the gasoline-powered portion of the inventory. CO emissions predicted by this study are 26% lower than the official inventory’s, and even if we increase our estimate by 10% to account for cold starts, the upper limit of the 95% confidence interval still falls below the official inventory’s value. Our VOC estimate is 46% higher than that in the official inventory. Adding cold starts and evaporative emissions would exacerbate the discrepancy, strongly suggesting that the official inventory underestimates VOC emissions. Our NO\textsubscript{x} emissions are 48% lower than the SMA’s estimate.
than those in the official inventory, but the addition of cold starts and consideration of idling could bring the two estimates closer together. However, even if we multiply the gasoline-related NO\textsubscript{x} emissions by a factor of three (to agree with results from fleet-average and remote sensing techniques), the new total emissions would still fall 24% below the official inventory. In contrast with CO, for which the discrepancy falls in the same direction for both gasoline- and diesel-powered vehicles, with NO\textsubscript{x}, the discrepancy lies in opposite directions for each of the two vehicle types. Compared to the official inventory, our inventory is 83% lower for gasoline-powered vehicles and 31% higher for diesel-powered ones. Emissions of formaldehyde and benzene agree well between the two inventories, while ours contains less ammonia, more acetaldehyde, and less toluene than does the official one. The PMF-based estimate of PM\textsubscript{2.5} emissions is nearly five times lower than the official inventory’s, but confidence in the comparison is not high because of uncertainties in the light-scattering method used in this study for quantifying PM\textsubscript{2.5}. Meanwhile, measurements of organic PM\textsubscript{1} suggest that PM\textsubscript{2.5} in the official inventory is severely underestimated (Zavala et al., 2009b). Clearly, future research should be devoted to the accurate measurement of PM\textsubscript{2.5} from mobile sources in the MCMA.

Comparison of ratios of different species in the inventory to ambient measurements in the morning (6:00–9:00) at urban sites can provide independent verification of the inventory. While total VOC measurements are not yet available from 2006, results from the MCMA-2003 field campaign (Velasco et al., 2007) can help illuminate the conditions. Our inventory’s VOC/CO mass ratio of 0.19 is closer to the ambient ratio of 0.25 than is the official inventory’s ratio of 0.10, and our VOC/NO\textsubscript{x} ratio of 3.4 is closer to the ambient ratio of 5.4 than is the official inventory’s ratio of 1.2. Our NO\textsubscript{x}/CO mass ratio of 0.057 does not agree as well with the ambient ratio of 0.075 (Stephens et al., 2008; Wood et al., 2009; Zavala et al., 2009b) as does the official inventory’s ratio of 0.081. However, both the PMF-derived inventory for all mobile sources and the fleet-average-derived one for gasoline-powered vehicles only (Zavala et al., 2009b) suggest that the official inventory overestimates CO and NO\textsubscript{x} emissions, so the NO\textsubscript{x}/CO ratio
in the official inventory should be viewed with some skepticism. Measurement-based estimates of total vehicular CO, VOC, NO\textsubscript{x}, ammonia, acetaldehyde, and acetone emissions in the MCMA 2006 are not significantly different from those calculated for 2003 (Jiang et al., 2005; Zavala et al., 2006), while estimates of formaldehyde and toluene emissions are significantly lower for 2006 compared to 2003. Although fuel-based emission factors of CO and benzene, and by implication VOCs, are lower in 2006 (Table 3), growth in fuel consumption over the three years – 12% for gasoline and 35% for diesel – partially offsets a cleaner fleet. Separating gasoline from diesel sources, as we did in 2006, should be more accurate than the method used in 2003 (Jiang et al., 2005), which lumped all vehicles together. Lumped emission factors could be skewed by observations from diesel-powered vehicles, and then multiplying by total (gasoline plus diesel) fuel consumption would result in an overestimation of emissions. To reduce total motor vehicle emissions, improvement in the fleet’s emission factors, for example through stricter inspection and maintenance programs, must outpace growth in fuel consumption.

5 Conclusions

We have measured pollutant concentrations along Mexico City’s roadways using fast-response instruments on board a mobile laboratory. Applying PMF to the measurements, we successfully identified three factors: gasoline engine exhaust, diesel engine exhaust, and background. We were not able to isolate treated gasoline exhaust from raw nor to resolve multiple background factors. From the source profiles, we calculated emission factors of CO, NO\textsubscript{x}, formaldehyde, acetaldehyde, acetone, benzene, toluene, C\textsubscript{2} benzenes, C\textsubscript{3} benzenes, ammonia, particle number, PM\textsubscript{2.5}, and BC. Because the AML spent 17% of its time idling at traffic lights during the experiment, idling may be overrepresented in the emission factors reported here, and some species are especially sensitive to driving conditions (e.g., NO\textsubscript{x} is lower than expected). These
results emphasize the importance of correctly accounting for idling in measurements of emissions and estimates of mobile source inventories.

The MCMA’s gasoline-powered vehicles are considerably dirtier, on average, than those in the US with respect to CO and aldehydes. Its diesel-powered vehicles have similar emission factors of NO$_x$ and higher emission factors of aldehydes, particle number, and BC. The fuel-based emission inventory indicates that gasoline-powered vehicles are responsible for 97% of mobile source emissions of CO, 22% of NO$_x$, 95–97% of aromatics, 72–85% of carbonyls, 74% of ammonia, negligible amounts of particle number, 26% of PM$_{2.5}$, and 2% of BC. Diesel-powered vehicles account for the balance, assuming that the contribution from LPG- and CNG-fueled vehicles is negligible. The fuel-based inventory suggests that emissions of CO and NO$_x$ are overstated in the official inventory while emissions of VOCs may be understated. For NO$_x$, the fuel-based inventory is lower for gasoline-powered vehicles but higher for diesel-powered ones compared to the official inventory. Accurate on-road measurements of PM$_{2.5}$ from vehicular sources are sorely needed to validate the inventory. As the MCMA’s vehicle fleet is considerably dirtier than the US’s for certain pollutants, there is much potential for improvement in emission factors. Progress will be needed to offset growth in fuel consumption.

PMF appears to be a promising approach for deriving gasoline- and diesel-powered vehicle emission factors from on-road studies employing fast measurement systems. Future studies of exhaust emissions should be designed to overcome some of the limitations identified in this work. We recommend the capture of larger data sets, so that PMF can be applied to subsets of variable sizes to determine the sensitivity of derived factor characterizations and quantitative emission factors to the size of the data pool, and more detailed particle speciation with fast-response instrumentation. Successful resolution of more factors, such as emissions associated with different fuels and/or exhaust control technologies, requires measurement uncertainty smaller than the expected difference between the emission factors. Ideally, the variation in background pollutant concentrations will be small over the duration of the experiments.
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### Table 1. Species used in the positive matrix factorization and their limits of detection and relative uncertainties during mobile measurements with the AML.

<table>
<thead>
<tr>
<th>Species</th>
<th>Instrument/method</th>
<th>Limit of detection</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon dioxide (CO₂)</td>
<td>Licor 6262 non-dispersive infrared analyzer</td>
<td>1 ppm</td>
<td>2%</td>
</tr>
<tr>
<td>Carbon monoxide (CO)</td>
<td>Aerodyne quantum cascade tunable infrared laser differential absorption spectrometer (QC-TILDAS)</td>
<td>6 ppb</td>
<td>8%</td>
</tr>
<tr>
<td>Nitric oxide (NO)</td>
<td>EcoPhysics 88Y chemiluminescence detector</td>
<td>3 ppb</td>
<td>7%</td>
</tr>
<tr>
<td>Nitrogen dioxide (NO₂)</td>
<td>QC-TILDAS</td>
<td>1 ppb</td>
<td>8%</td>
</tr>
<tr>
<td>Ammonia (NH₃)</td>
<td>QC-TILDAS</td>
<td>4 ppb</td>
<td>50%</td>
</tr>
<tr>
<td>Formaldehyde (HCHO)</td>
<td>QC-TILDAS</td>
<td>1 ppb</td>
<td>8%</td>
</tr>
<tr>
<td>Acetaldehyde (Acetald)</td>
<td>Proton transfer reaction mass spectrometer (PTR-MS)</td>
<td>1.7 ppb</td>
<td>25%</td>
</tr>
<tr>
<td>Acetone (Acet)</td>
<td>PTR-MS</td>
<td>0.7 ppb</td>
<td>25%</td>
</tr>
<tr>
<td>Benzene (Ben)</td>
<td>PTR-MS</td>
<td>0.7 ppb</td>
<td>25%</td>
</tr>
<tr>
<td>Toluene (Tol)</td>
<td>PTR-MS</td>
<td>0.4 ppb</td>
<td>25%</td>
</tr>
<tr>
<td>C₂ benzenes (C₂ ben)</td>
<td>PTR-MS</td>
<td>0.7 ppb</td>
<td>25%</td>
</tr>
<tr>
<td>C₃ benzenes (C₃ ben)</td>
<td>PTR-MS</td>
<td>0.9 ppb</td>
<td>25%</td>
</tr>
<tr>
<td>Particle number (CPC)</td>
<td>TSI 3022A condensation particle counter</td>
<td>1 cm⁻³</td>
<td>10% up to 0.5 × 10⁶ cm⁻³; 20% for 0.5–9.99 × 10⁶ cm⁻³</td>
</tr>
<tr>
<td>Fine particulate matter (PM₂.₅)</td>
<td>TSI DustTrak 8520 aerosol photometer</td>
<td>1 µg m⁻³</td>
<td>15%</td>
</tr>
<tr>
<td>Black carbon (BC)</td>
<td>Thermo Multi-angle Absorption Photometer 5012</td>
<td>0.01 µg m⁻³⁴</td>
<td>12%</td>
</tr>
</tbody>
</table>

---

*a* For a signal-to-noise ratio of 2 at 1 Hz; *b* One standard deviation; *c* Nelson et al. (2004); *d* NOₓ = NO + NO₂; *e* Rogers et al. (2006); *f* For a 30-min averaging time (Petzold and Schonlinner, 2004).
Table 2. Description of video during spikes labeled in Fig. 3.

<table>
<thead>
<tr>
<th>Spike</th>
<th>Time</th>
<th>Dominant factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>11:53:08</td>
<td>Diesel</td>
<td>Behind a heavy-duty truck</td>
</tr>
<tr>
<td>B</td>
<td>12:07:19</td>
<td>Both</td>
<td>Heavy traffic at an intersection</td>
</tr>
<tr>
<td>C</td>
<td>12:11:27</td>
<td>Gasoline</td>
<td>Starting through an intersection on a green light where cross traffic had just passed</td>
</tr>
<tr>
<td>D</td>
<td>12:16:35</td>
<td>Both</td>
<td>Traffic with cars, a bus, and a truck</td>
</tr>
<tr>
<td>E</td>
<td>12:17:46</td>
<td>Gasoline</td>
<td>Starting through an intersection on a green light where cross traffic had just passed</td>
</tr>
<tr>
<td>F</td>
<td>12:26:02</td>
<td>Both</td>
<td>Accelerating from a stop in heavy traffic with cars and trucks</td>
</tr>
<tr>
<td>G</td>
<td>12:29:00</td>
<td>Diesel</td>
<td>In moderate traffic behind a heavy-duty truck</td>
</tr>
<tr>
<td>H</td>
<td>12:44:03</td>
<td>Gasoline</td>
<td>Behind a bus</td>
</tr>
<tr>
<td>I</td>
<td>12:47:11</td>
<td>Gasoline</td>
<td>Starting through an intersection on a green light where cross traffic had just passed</td>
</tr>
<tr>
<td>J</td>
<td>12:52:00</td>
<td>Gasoline</td>
<td>Close traffic with cars and buses</td>
</tr>
<tr>
<td>K</td>
<td>13:01:30</td>
<td>Gasoline</td>
<td>Among idling cars at an intersection</td>
</tr>
<tr>
<td>L</td>
<td>13:14:41</td>
<td>Diesel</td>
<td>In traffic next to a heavy-duty tanker truck</td>
</tr>
<tr>
<td>M</td>
<td>13:16:32</td>
<td>Diesel</td>
<td>In traffic next to the same heavy-duty tanker truck</td>
</tr>
<tr>
<td>N</td>
<td>13:41:28</td>
<td>Both</td>
<td>Passing a bus in traffic</td>
</tr>
<tr>
<td>O</td>
<td>14:09:58</td>
<td>Gasoline</td>
<td>Parked on the roadside with car traffic</td>
</tr>
</tbody>
</table>
Table 3. Fuel-based emission factors in 2006 and 2003.

<table>
<thead>
<tr>
<th>(g kg(^{-1})) unless noted</th>
<th>PMF 2006 Gasoline(^a)</th>
<th>PMF 2006 Diesel(^a)</th>
<th>Fleet-average 2006 Gasoline(^b)</th>
<th>Fleet-average 2006 Combined(^c)</th>
<th>Fleet-average 2003 Combined(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>251 (180,252)</td>
<td>28 (0,39)</td>
<td>89–380</td>
<td>159±14</td>
<td>190±3</td>
</tr>
<tr>
<td>NO(_x) (as NO(_2))</td>
<td>3.3 (2.6,3.5)</td>
<td>38 (36,113)</td>
<td>10–19(^d)</td>
<td>22±2</td>
<td>19.0±0.2</td>
</tr>
<tr>
<td>Benzene</td>
<td>0.64 (0.46,0.66)</td>
<td>0.11 (0.03,0.13)</td>
<td>0.33–0.76</td>
<td>0.28±0.03</td>
<td>0.60±0.01</td>
</tr>
<tr>
<td>Toluene</td>
<td>1.3 (1.0,1.4)</td>
<td>0.2 (0.0,0.2)</td>
<td>0.5–1.7</td>
<td>0.9±0.1</td>
<td>NA</td>
</tr>
<tr>
<td>C(_2) benzenes</td>
<td>1.5 (1.1,1.5)</td>
<td>0.2 (0.0,0.2)</td>
<td>0.75–1.8</td>
<td>1.2±0.1</td>
<td>NA</td>
</tr>
<tr>
<td>C(_3) benzenes</td>
<td>1.2 (0.8,1.2)</td>
<td>0.1 (0.0,0.2)</td>
<td>0.5–0.9</td>
<td>0.9±0.1</td>
<td>NA</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>0.26 (0.19,0.30)</td>
<td>0.15 (0.00,0.18)</td>
<td>0.25–0.40</td>
<td>0.53±0.05</td>
<td>NA</td>
</tr>
<tr>
<td>Acetaldehyde</td>
<td>0.12 (0.09,0.13)</td>
<td>0.11 (0.07,0.36)</td>
<td>0.09–0.12</td>
<td>0.13±0.01</td>
<td>NA</td>
</tr>
<tr>
<td>Acetone</td>
<td>0.09 (0.06,0.10)</td>
<td>0.11 (0.004,0.34)</td>
<td>0.04–0.09</td>
<td>0.11±0.01</td>
<td>NA</td>
</tr>
<tr>
<td>Ammonia</td>
<td>0.08 (0.06,0.10)</td>
<td>0.10 (0.04,0.26)</td>
<td>NA</td>
<td>0.13±0.01</td>
<td>NA</td>
</tr>
<tr>
<td>Particle number (# kg(^{-1}))</td>
<td>0 (8.5×10(^{13}))</td>
<td>1.33×10(^{16}) (1.32×10(^{16}),1.33×10(^{16}))</td>
<td>NA</td>
<td>9.0±0.9×10(^{15})</td>
<td>NA</td>
</tr>
<tr>
<td>PM(_{2.5})(^e)</td>
<td>0.04 (0.00,0.07)</td>
<td>0.37 (0.15,1.40)</td>
<td>NA</td>
<td>0.66±0.07</td>
<td>0.7±1.4</td>
</tr>
<tr>
<td>BC</td>
<td>0.0 (0.0,0.0)</td>
<td>1.4 (1.3,1.6)</td>
<td>NA</td>
<td>0.9±0.2</td>
<td>0.27±0.02</td>
</tr>
</tbody>
</table>

\(^a\) Calculated from PMF-derived source profiles. Values in parentheses are 95% confidence intervals.
\(^b\) Range presented for stop-and-go, traffic, and cruise conditions (Zavala et al., 2009b).
\(^c\) Combined gasoline and diesel fleet averages and standard errors calculated using the method of Jiang et al. (2005).
\(^d\) NO only, converted to mass of NO\(_2\) for comparison.
\(^e\) This estimate does not include the additional uncertainty imposed by the limitations of the PM\(_{2.5}\) measurement method, as discussed in the text.
Table 4. Total emissions in 2006 from on-road motor vehicles in Mexico City.

<table>
<thead>
<tr>
<th></th>
<th>(metric tonnes yr(^{-1})) unless noted</th>
<th>This study(^a)</th>
<th>Total</th>
<th>Official inventory(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gasoline</td>
<td>Diesel</td>
<td>Gasoline</td>
<td>Diesel</td>
</tr>
<tr>
<td>CO</td>
<td>1 400 000 (1 000 000–1 400 000)</td>
<td>48 000 (0–70 000)</td>
<td>1 400 000 (1 000 000–1 500 000)</td>
<td>1 717 384</td>
</tr>
<tr>
<td>NO(_x) (as NO(_2))</td>
<td>19 000 (15 000–20 000)</td>
<td>64 000 (61 000–191 000)</td>
<td>82 000 (78 000–210 000)</td>
<td>110 824</td>
</tr>
<tr>
<td>VOC</td>
<td>NA</td>
<td>NA</td>
<td>280 000 (260 000–280 000)</td>
<td>158 506</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>182 000–294 000(^c)</td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td>3 600 (2 600–3 700)</td>
<td>200 (60–230)</td>
<td>3 800 (2 800–3 900)</td>
<td>NA</td>
</tr>
<tr>
<td>Toluene</td>
<td>7 400 (5 400–7 700)</td>
<td>300 (0–300)</td>
<td>7 600 (5 600–7 900)</td>
<td>NA</td>
</tr>
<tr>
<td>C(_2) benzenes</td>
<td>8 200 (5 900–8 500)</td>
<td>300 (0–340)</td>
<td>8 400 (6 200–8 700)</td>
<td>NA</td>
</tr>
<tr>
<td>C(_3) benzenes</td>
<td>6 500 (4 700–6 800)</td>
<td>230 (0–270)</td>
<td>6 700 (4 900–7 000)</td>
<td>NA</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>1 500 (1 100–1 700)</td>
<td>300 (0–300)</td>
<td>1 700 (1 300–1 900)</td>
<td>NA</td>
</tr>
<tr>
<td>Acetaldehyde</td>
<td>680 (480–740)</td>
<td>190 (110–610)</td>
<td>860 (660–1 280)</td>
<td>NA</td>
</tr>
<tr>
<td>Acetone</td>
<td>490 (340–570)</td>
<td>200 (80–570)</td>
<td>670 (490–1 060)</td>
<td>NA</td>
</tr>
<tr>
<td>Ammonia</td>
<td>460 (320–550)</td>
<td>160 (70–440)</td>
<td>620 (450–910)</td>
<td>4 201</td>
</tr>
<tr>
<td>Particle number (# yr(^{-1}))</td>
<td>0 (0–4.8 x 10(^{17}))</td>
<td>2.3 x 10(^{18}) (2.2–2.3 x 10(^{18}))</td>
<td>830(^d) (410–2 610)</td>
<td>NA</td>
</tr>
<tr>
<td>PM(_{2.5})</td>
<td>210(^b) (60–400)</td>
<td>620(^b) (280–2 380)</td>
<td>842</td>
<td>2 993</td>
</tr>
<tr>
<td>BC</td>
<td>60 (–130–250)</td>
<td>2 500 (2 200–2 700)</td>
<td>2 500</td>
<td>NA</td>
</tr>
</tbody>
</table>

\(^a\) Not including cold-start emissions. 95% confidence interval shown in parentheses.
\(^b\) SMA (2008a,b)
\(^c\) Alternative estimate from multiplying CO by a remote-sensing-based VOC/CO ratio of 0.13–0.21 (Schifter et al., 2008).
\(^d\) This estimate does not include the additional uncertainty imposed by the limitations of the PM\(_{2.5}\) measurement method, as discussed in the text.
Fig. 1. $\text{CO}_2$, CO, NO$_x$, benzene, and particle number (CPC) time series during two minutes while driving. The AML was on a lightly trafficked side street and then encountered stopped traffic at 13:14:06. It was passed by a tanker truck at 13:14:41.
Fig. 2. Concentration profiles of gasoline, diesel, and background factors with error bars showing 95% confidence intervals. Concentration units vary by species, whose abbreviations are shown in Table 1.
Fig. 3. Time series of PMF factor contributions; each series averages to unity. Descriptions of the video at each labeled spike appear in Table 2.