Applying an ensemble Kalman filter to the assimilation of AERONET observations in a global aerosol transport model
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Abstract

We present a global aerosol assimilation system based on an ensemble Kalman filter, which we believe leads to a significant improvement in aerosol fields. The ensemble allows realistic, spatially and temporally variable model covariances (unlike other assimilation schemes). As the analyzed variables are mixing ratios (prognostic variables of the aerosol transport model), there is no need for the extra assumptions required by previous assimilation schemes analyzing aerosol optical thickness (AOT).

We describe the implementation of this assimilation system and in particular the construction of the ensemble. This ensemble should represent our estimate of current model uncertainties. Consequently, we construct the ensemble around randomly modified emission scenarios.

The system is tested with AERONET observations of AOT and Angström exponent (AE). Particular care is taken in the prescribing the observational errors. The assimilated fields (AOT and AE) are validated through independent AERONET, SKYNET and MODIS Aqua observations. We show that, in general, assimilation of AOT observations leads to improved modelling of global AOT, while assimilation of AE only improves modelling when the AOT is high.

1 Introduction

Although climate change is driven by greenhouse gases, aerosols are actually considered the major unknown contributor to the atmospheric radiative balance. This is a consequence of both poorly constrained global aerosol distributions, as well as poorly understood cloud interactions. AeroCom (Textor et al., 2006), a major effort to compare aerosol global models, found that the difference between models can be larger than the difference between a model and the observations. In particular, it has become clear that aerosol modelling suffers from both poorly known boundary conditions (emission scenarios) and poorly known parametrisations for various aerosol processes (Textor
et al., 2007). While aerosol models have rapidly increased in complexity and continue to be further developed (Ghan and Schwartz, 2007), there is an immediate need for dealing with various aerosol model errors, due to an increased demand for reliable global aerosol fields.

Aside from further improvements in aerosol modelling, aerosol simulation may benefit greatly from successful assimilation of observations. First, it would improve aerosol predictions, second it would provide a consistent framework for assessing various model error sources. In principle, aerosol assimilation allows one to treat various parameters in a model as free parameters and provides a technique to fit those free parameters to available observations.

In an assimilation system, model results and observations are combined to arrive at a weighted average which is closer to the truth than the model results by themselves. Successful assimilation requires a solution to two fundamental issues: (1) how to determine the weighting factors; (2) how to spread the information from localized observations into the model grid. Both of these issues may be addressed through the model prediction error covariance, a matrix that describes the covariances among model variables due to variations in model parameters. Assimilation systems often differ fundamentally in how they construct this covariant matrix. But once it has been constructed, comparison of the model prediction error covariance to the errors in the assimilated observations allows the solution of the above-mentioned issues.

Aerosol assimilation is a relatively new field of research, owing to aerosol modelling itself being new. Collins et al. (2001) attempted Optimal Interpolation (OI) of daily AVHRR AOT in a regional model, and Yu et al. (2003) similarly used MODIS AOT for a global model. Using the 3D-var formalism, Henzing (2005) assimilated ATSR AOT. Generoso et al. (2007) used POLDER observations of AOT and fine mode AOT.
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in a 3D-var scheme. In these studies, AOT was always the analysed variable, and various assumptions were necessary to translate the analysed AOT into profiles of several species of aerosol for further model simulation. When Tombette et al. (2009) assimilated surface observations of PM$_{10}$ using OI, they faced a similar problem. In addition, in both OI and 3D-var techniques, the model error covariant structure has to be assumed a-priori and it usually does not vary in space or time. Possibly these limitations explain why those studies only showed a mild improvement in aerosol modelling.

Therefore, some research groups have focussed on an isolated aerosol species with dedicated observations. Zhang et al. (2008) employed a 3D-var system for MODIS AOT to improve sea salt modelling in a global model. Niu et al. (2008) and Lin et al. (2008) analysed desert dust in a regional model, assimilating either surface visibility and satellite dust loading measurements or PM$_{10}$ observations, to improve dust forecasting in China. Niu et al. (2008) employed a 3D-var system while Lin et al. (2008) chose an ensemble Kalman filter (EnKF). Yumimoto et al. (2008) used LIDAR backscatter by desert dust (identified from its depolarization ratio) to improve dust storms with a 4D-var scheme. In general, these studies showed improvement in the modelling of the aerosol field.

At the European Centre for Medium-Range Weather Forecasting (ECMWF), a 4D-var system for global aerosol assimilation has been developed by Benedetti et al. (2009), using MODIS observations. The potential of space-borne LIDAR observations of aerosols from CALIPSO was shown by Sekiyama et al. (2009). For an alternative take on combining model results and observations, see Dubovik et al. (2008) who attempted to fit MODIS observations to transport calculations with global emission as free parameters.

In data assimilation, ensemble Kalman filters are a new development (Evensen, 1994). In an ensemble Kalman filter, an ensemble of model simulations is used to represent the model prediction error covariance. This allows for realistic, spatially and temporally varying covariances to propagate the observed information in the model grid. Although 4D-var schemes can in principle also represent spatially and temporally
varying model covariances, CPU and memory restraints make this rather impractical for global models. Also, development of a 4D-var system is much more complicated than an EnKF as the latter is essentially independent of the model one is using. For a further comparison of 4D-var and EnKF, we refer to Kalnay et al. (2007). Various flavours of EnKF have been developed, e.g. Houtekamer and Mitchell (1998) used a double ensemble to improve statistical representation and Whitaker and Hamill (2002) introduced the ensemble square root filter which allows easier treatment of the observations.

In this paper, we will introduce a new assimilation system for global aerosol simulations, based on the Spectral Radiation-Transport Model for Aerosol Species (SPRINTARS) (Takemura et al., 2000, 2002, 2005) and the Local Ensemble Transform Kalman filter (LETKF) (Hunt et al., 2007; Miyoshi and Yamane, 2007; Szunyogh et al., 2008). This system will assimilate AERONET observations of AOT and AE. The resulting global aerosol fields (again AOT and AE) will be validated with independent observations from AERONET, SKYNET and MODIS Aqua. In a future paper, we discuss several sensitivity studies that were performed for the assimilation system, show its robustness and determine optimal values for various numerical parameters.

In Sect. 2, we present a quick overview of the Kalman filter and describe in detail the approach we have taken to apply an ensemble Kalman filter to global aerosol modelling. In Sect. 3, we briefly introduce the global aerosol model SPRINTARS and the modifications we introduced for the current paper. Since good observations are essential to reliable assimilation, Sect. 4 discusses the quality-assured level 2 AERONET data and discusses how we arrived at our observational error statistics. The results of the assimilation will be compared to both the standard simulation and independent observations in Sect. 5. A summary of our work can be found in Sect. 6.
2 LETKF: ensemble Kalman filter

2.1 The Kalman equation

In any Kalman filter, the essential equation to solve is the Kalman equation (Rodgers, 2000) which relates an analysed state $x_a$ to the forecast state $x_f$ as

$$x_a = x_f + P_a H^T R^{-1} (y - H x_f). \tag{1}$$

Here $x$ is a vector containing the state of the model (in our case, aerosol mixing ratios for fine and coarse aerosol at all grid locations). The forecast state is updated (to the analysis) by considering the innovation, the difference between actual ($y$) and simulated values ($H x_f$) of selected observables. In this paper, $y$ will be a vector of observed AOT and AE at various locations. The observation operator $H$ transforms the forecast state vector into simulated observations. Finally, the innovation is multiplied with the so-called Kalman gain which contains the model prediction error covariance $P$, the observation operator and the observational error covariance $R$, all of which are matrices.

The only unknown variable in Eq. 1, apart from $x_a$, is the analysis model prediction error covariance $P_a$. It must either be assumed or it can be found by solving

$$P_a = (I + P_f H^T R^{-1} H)^{-1} P_f, \tag{2}$$

where $I$ is the identity matrix and $P_f = \langle x_f x_f \rangle$ the forecast model prediction error covariance. The latter can, in principle, be obtained from model calculations (more on this later).

It can be shown (e.g. Bouttier and Courtier, 1999; Rodgers, 2000) that solving these equations is equal to minimizing the following cost function

$$\Psi(x_a) = (x_f - x_a)^T P_f^{-1} (x_f - x_a) + (y - H x_a)^T R^{-1} (y - H x_a), \tag{3}$$

which minimizes the “distance” of $x_a$ to both the forecast $x_f$ and the observations, while taken the error estimates in both forecast and observations into account.
Returning to the model prediction error covariance, in many implementations of the Kalman filter (notably optimal interpolation and 3D-var, but usually also in 4D-var), it is entirely assumed a-priori (Bouttier and Courtier, 1999). Often, observations will be used to guide its shape, but there will be no causal relationship between the simulated $x_f$ and the assumed $P_f$. For optimal interpolation and 3D-var, this is due to limitations in the assimilation approach. For 4D-var, this is due to computer resource restraints. If the state vector has $n$ elements, than the covariance matrix has $n^2$ elements that all have to be propagated forward in time. In the ensemble Kalman filter this problem is removed by calculating $P_f$ from an ensemble of model calculations at the moment of assimilation. Since $P$ will evolve as the ensemble $x_f$ evolves, the ensemble Kalman filter can represent flow-dependent covariance information. The drawback is that this covariance is noisy as it is an average over a finite size ensemble.

### 2.2 Local Ensemble Transform Kalman filter

The LETKF is a recent development of the ensemble Kalman filter (Hunt et al., 2007; Miyoshi and Yamane, 2007; Szunyogh et al., 2008), aimed at efficient parallel treatment of the assimilation algorithm. In the LETKF the assimilation is performed while considering only a local subgrid of the full grid. This is possible since spatial correlations in the aerosol field usually extend over no more than a few hundreds of kilometers. Any observations more than, say, 1000 km away from a grid-point are unlikely to contain useful information for the assimilation in that grid-point. As a consequence, the assimilation can be very effectively parallelized, with different processors calculating the analysed state vector of different regions of the full grid.

In any ensemble Kalman filter, there are a number of numerical parameters that require (some) tuning for the filter to work optimally. For LETKF, these are (roughly from most to least important): ensemble size $n_e$, inflation parameter $g$, local patch size $l_p$ and horizontal localization factor $l_h$. More detailed information can be found in aforementioned publications or in the aforementioned future paper. For the present study, we have used $n_e=40$, $g=1.1$, $l_p=4$ and $l_h=2$. As shown in a future paper, these choices
allow for robust and reliable assimilation of AERONET data. Actually, an ensemble size of 40 is probably larger than necessary, \( n_e = 20 \) seems sufficient for our work.

A complete assimilation cycle consists of the forward simulation of a SPRINTARS ensemble for three hours (simulated world time) followed by a single execution of LETKF. The analysed aerosol fields then serve as initial conditions for the next forward simulation.

### 2.3 The analyzed variable and the observations

Although SPRINTARS (see also Sect. 3) simulates 22 sub-species of aerosol, we will summarize them into a fine (carbons and sulfate) and a coarse (sea salt and dust) mode for the purpose of assimilation. Thus, our state vector for the assimilation consists of fine and coarse mode mixing ratios at every grid-point. After assimilation, mixing ratios for each sub-species are determined from their relative fractions before assimilation.

The observation operator \( H \), however, is calculated using the original sub-species mixing ratios. For each ensemble member, scattering properties per unit mass for both the fine and the coarse mode are calculated. An ensemble averaged scattering property \( C_{k}^{\text{fin}}(\lambda) \) for e.g. the fine mode is now defined as

\[
C_{k}^{\text{fin}}(\lambda) = \frac{\sum_{\text{fin}} C'(\lambda)x'}{\sum_{\text{fin}} x'},
\]

where the accent denotes scattering properties and mixing ratios for each SPRINTARS sub-species and the brackets denote the ensemble average in every gridpoint.

This allows the following definition of the observation operation (\( H\cdot x_{f} \) in Eq. 1) for e.g. AOT,

\[
\tau(\lambda) = \sum_{k=1}^{k=20} \left( C_{k}^{\text{fin}}(\lambda)x_{k}^{\text{fin}} + C_{k}^{\text{crs}}(\lambda)x_{k}^{\text{crs}} \right) m_{k}^{\text{atm}},
\]
where $x_k$ is the aerosol fine or coarse mixing ratio for the $k$th layer for a single ensemble member and $m_{\text{atm}}$ is the gaseous mass of said layer. Note that we sum over all 20 $\sigma$-layers. For AOT, the observation operator is clearly linear. The Angström exponent AE is of-course a function of the wavelength dependence of AOT:

$$\alpha = -\frac{\log\tau(\lambda_2)/\tau(\lambda_1)}{\log\lambda_2/\lambda_1},$$

which is clearly non-linear in the mixing ratios. Therefore, we linearize it around the ensemble mean.

There is quite some uncertainty about the exact growth curves of aerosol with humidity, and in particular the effects of aging and coagulation on those growth curves. The growth curves themselves affect the forward simulation by SPRINTARS (deposition speeds) and the assimilation by LETKF (scattering properties) and are therefore essential information. When the relative humidity exceeds 80%, wetgrowth effects become very important. To limit errors in simulated observations, we do not assimilate observations when the column-averaged relative humidity (weighted by AOT per layer as calculated from the model) is over 80%. Consequently, regions that routinely have high humidities will never benefit from assimilation and the analyzed fields in those regions will be equal to the forecasted fields.

3 SPRINTARS: global aerosol transport model

SPRINTARS is a global transport model for aerosols (Takemura et al., 2000, 2002, 2005) built on top of the MIROC (Model for Interdisciplinary Research on Climate) AGCM (Numaguti et al., 1995). Four major groups of aerosol are represented by calculations in 22 different bins: sulfate (1 bin), carbons (7 species, each with their own bin), sea salt (4 size bins) and mineral (10 size bins). The model calculates emission, transport, gravitational settling and wet and dry deposition. We run SPRINTARS v. 3.54 at a resolution of t42 and 20 $\sigma$-layers. This translates into a horizontal resolution of 2.8°
or about 312 km at the equator. The atmosphere has about 6 layers in the lowest 2.5 km.

SPRINTARS was specifically designed for climate studies and hence allows feedback from the aerosol fields on the meteorological fields (both direct and indirect aerosol effects are accounted for Takemura et al., 2005). For assimilation purposes, this may not be the most practical setup (at least initially) as the aerosol fields will affect the meteorology. We try to temper this feedback by nudging the meteorological fields to NCEP reanalysis fields of temperature, horizontal windspeeds and specific humidity with a time-scale of half a day (a day for humidity).

The scattering properties of simulated aerosols are calculated differently from standard SPRINTARS (Takemura et al., 2002). First, the full particle size distribution is taken into account. (Original SPRINTARS uses scattering properties calculated at effective sizes only. For AOT this leads to relatively small differences, for Angström exponent the differences are significantly larger). Second, the widths of the size distribution for sulfate and carbons were modified. If we use the original width, AE for either sulfate or carbon individually is rather low (<1) which precludes the possibility of high AE (>1.5) as is often observed by AERONET (see Fig. 1). Therefore, we chose to use the widths as suggested by Omar et al. (2005) for the fine modes of his category 4 (industrial pollution) and category 2 (biomass burning) aerosol types.

The assimilation system requires an ensemble of SPRINTARS model calculations. The difference between the ensemble members should reflect our estimate of the model prediction error. In the current study, the ensemble members differ mainly in their emission scenarios. Furthermore, they will also differ in their initial conditions.

Since it is primarily uncertainty in emission inventories that is our concern, we create an ensemble by taking the standard aerosol emission inventories and modifying them for each ensemble member. Throughout the grid, each major species has its emission modified by the same random factor drawn from a log-normal distribution. The mean and spread of this distribution are both usually chosen to be 1. In the present study, the sea-salt emission is not modified. Sulfate from SO$_2$ emission (i.e. industrial pollution
and ship exhausts) is modified but not sulfate from DMS or volcanic emission. The emissions of the seven sub-species of carbon aerosol are modified with the same factor. Similarly, the emissions of ten size bins of dust are modified with the same factor. As a result, the ratio of the standard deviation to the mean of the individual AOT for the major aerosol species has a value $\sim 0.33$ in regions where those aerosols are prevalent.

Although we also vary initial conditions, this turned out to be relatively unimportant due to the short residence times of atmospheric aerosol. For the present study, we have randomly modified an initial condition (aerosol mixing ratios) determined from a year-long spin-up run. The initial conditions for the meteorological fields are derived from a spin-up run of SPRINTARS with unmodified emissions, which is itself initialized from the NCEP reanalysis.

4 AERONET: AOT observations

AERONET (http://aeronet.gsfc.nasa.gov/) is, to date, the most dedicated effort in establishing a global surface network with the purpose of observing the aerosol system. Since 1993, it has provided AOT and AE at various wavelengths, from 340 to 1640 nm. Barring instrument malfunction, maintenance, clouds or low sun angles, measurements are made with a time sampling of $\sim 15$ min. Thanks to rigorous calibration, the instruments should be able to achieve an accuracy of $\epsilon_o = 0.01 – 0.02$ (Eck et al., 1999). The AERONET website states that AOT for $\lambda > 400$ nm, can be expected to have an error of 0.01. Comparison between instruments revealed errors of $\epsilon_o = 0.015$ (Schmid et al., 1999). In recent years, the network has greatly expanded and up to 2009 included 446 stations (although not all were operated at the same time).

For our assimilation experiments, we will focus on July 2005. Of all AERONET data up to and including 2007, this is the month with the most observations. All in all 131 stations were operational (Fig. 2). From these stations we use quality-assured level 2 AOT at 675 nm and AE based on AOT at 440 and 870 nm. These wavelengths were chosen
for their availability (e.g. not every station has a 500 nm channel) and relative accuracy (e.g. below 400 nm, AOT errors estimates increase, retrieved AOT near 765 nm is insensitive to size distribution assumptions (Nakajima et al., 2007), AOT at 1020 nm is affected by water vapour). Scattering properties at 440 and 870 nm are also sufficiently different that AE can be expected to contribute independent information.

In preparing the AERONET data for assimilation, we will average them over 2 hours, centered on the latest SPRINTARS time-step. The error that will be attributed to this averaged observation is the (squared) sum of a representation error and a retrieval error $\epsilon^2 = \epsilon_r^2 + \epsilon_o^2$. Here the representation error is divided by the square root of the number of observations in 2 h (essentially, we assume representation noise to be independent).

### 4.1 AERONET AOT error analysis

The retrieval error in AOT we estimate conservatively as $\epsilon_o = 0.015$. Note that we also assume that this error is more or less constant during 2 h.

If we look at the temporal evolution of AOT, AERONET AOT shows a lot more variability than SPRINTARS AOT. In Fig. 3, the standard deviation of the relative deviation from the average AOT (over a time period) is shown, as a function of time passed. For AERONET data, we first searched for time intervals of 2 h with uninterrupted observations. Next, an average AOT was calculated over the central hour and deviations for each individual observation. Next, deviations from all 2 h time intervals, found for the same station, where taken together and grouped according to whether they belonged to the central hour or not. Finally, the standard deviation was calculated over all deviations for each station and either group. Interestingly, the Mauna Loa station shows the largest variation, while many (but not all) of the stations located near deserts show the lowest variation (over 2 h).

The SPRINTARS calculations were only available at a time resolution of 3 h. So here we simply took the standard deviation of the relative deviations in AOT for subsequent timesteps. The difference in temporal variability for AERONET and SPRINTARS is not surprising: SPRINTARS uses a timestep of 20 min, at a relatively coarse spatial
resolution. If we assume that SPRINTARS has any validity, then the lack of detail in the simulation is first of all the result of a (spatial and temporal) averaging operation. In that sense, we can interpret the variability in the AERONET observations as noise that acts as a representation error when comparing AERONET to SPRINTARS.

From Fig. 3 we conclude that the size of this representation error is, on average,

\[ \epsilon_r = 0.055 \tau \times \left(1 + \text{FLOOR}\left(\frac{\Delta t}{30 \text{ min.}}\right)\right), \tag{7} \]

where \( \Delta t \) is the time separation (in minutes) between the time at assimilation and the relevant AERONET observation and FLOOR is the function that maps a value to its next lowest integer.

4.2 AERONET AE error analysis

A similar analysis of temporal variability can be made for AE and is shown in Fig. 4. We estimate the associated representation error to be

\[ \epsilon_r = 0.025 \times \left(1 + \text{FLOOR}\left(\frac{\Delta t}{30 \text{ min.}}\right)\right). \tag{8} \]

The retrieval error in AE can of course be estimated by propagating the retrieval error in AOT at 440 and 870 nm. Here we will assume that these errors are uncorrelated. Whether this is in fact true, in unknown. Neither a literature study, nor consulting with experts (O. Dubovik, A. Smirnov) yielded any information on this point. Sensitivity studies show that unless AE is small and the correlation is high (see Fig. 5), the effect of correlations on the error in AE is small.

5 Validation of the assimilation

We will now discuss results of the assimilation by comparing them to independent observations. For this purpose, eight AERONET sites were excluded in preparing
observations for the assimilation. In addition SKYNET and MODIS observations will also be used for independent comparison. Table 1 defines the assimilation experiments that we performed. The experiments that we will discuss in some detail are A2E1, A1E2 and A2E2 (A1E1 is not discussed as it does not reveal anything new). Results will be compared to both independent observations and the standard run Estd. The emission mean refers to a global scaling factor for the emission maps discussed in Sect. 3.

5.1 Independent AERONET observations

The AERONET sites excluded from the assimilated observations were chosen to have neighbouring AERONET sites in all four wind-directions, at a distance of least one grid cell. The exception is the Darwin site which only has Jabiru to the east. In Figs. 6 and 7, we show comparison between independent observations of AOT and AE and the results from assimilation experiment A2E2. The standard SPRINTARS simulation Estd is shown as well. For the desert dust sites Cinzana and Bahrain, we show the A1E2 experiment as well (for the other sites this experiment is rather similar to A2E2).

Quite generally speaking, results for AOT and AE agree better with the observations because of the assimilation. Still many events of short duration are missed as well as some longer events. AE is only substantially affected when AOT is high, as may be expected (in that case, errors in the assimilated AE are small).

For the Ames site (central USA), we see that the standard AOT is underestimated significantly. Assimilation improves this but two multi-day events with poor AOT simulation still occur (10–12 July and 21–23 July). For the first event, a south-easterly wind prevails, during which the Bondville site (located 475 km to the south-east of Ames) has almost no observations to be assimilated. For the second event, no apparent reason presented itself. Assimilation of AE does not appear to have much effect. In some cases, AE actually deteriorates. For the 5 July event this is likely due to low AOT.
For the CCNY site (east coast of USA), we see again an underestimation by the standard simulation, which is improved somewhat by the assimilation. Both the standard simulation and the assimilation overestimate AE. At least three such events (5 July and 9–10 July and 23 July) are characterized by low AOT ($\tau \leq 0.15$).

At the Bahrain site (Kingdom of Bahrain, east of Saudi Arabia), we clearly see a strong positive impact of the assimilation on both AOT and AE. While AOT is overestimated in the standard simulation, AE is underestimated (too much coarse aerosol is in the air). The assimilation neatly corrects this. At Bahrain, in July 2005, the wind is mostly north-westerly but no nearby sites are located in that quadrant (e.g. SEDE_BOKER is some 1600 km away). We surmise that it is the downwind sites to the south of Bahrain that improve the simulation at Bahrain. Note also that although the $A1E2$ experiment shows an AOT very similar to $A2E2$, AE is overestimated.

Also at the Cinzana site (Mali, Western Africa), we see the positive impact of assimilation, but here the standard simulation tends to underestimate AOT and overestimate AE (too little dust in the air). The large discrepancies between the assimilated AOT and the observation in the first few days may be due to initial effects (the initial condition is also randomized in our ensemble), although no such thing is seen for the other sites. Note that assimilated AE shows large deviations from the observation at times of low AOT (e.g. 12 and 16 July). Again, the $A1E2$ experiment shows an AOT very similar to $A2E2$, but AE is overestimated.

The European sites at Karlsruhe, Le_Fauga and Minsk will be collectively discussed. First of all, we see little difference between AOT and AE for both $Estd$ and $A2E2$, nor $A2E1$ (which is not shown). All experiments agree reasonably well with the independent observations. This firstly suggest that the standard emission scenarios for Europe are quite acceptable. At the same time, assimilation is able to correct AOT when we assume incorrect emissions ($A2E2$). Le_Fauga shows two multi-day events (9–11 July and 15–17 July) where the prevailing wind direction is westerly and the assimilation is actually worse than the standard simulation. This is quite unusual and suggests model errors affecting the assimilation negatively. Since Le_Fauga is located just north
of the Pyrénées mountains, it is interesting to note that wind direction and quality of the assimilation correlate. Northerly winds (10–13 July) yield good assimilation while a south-westerly wind (15–17 July) yields poor results.

The last site with independent observations to discuss is Darwin. This has only a single station nearby (Jabiru, 125 km to the east) but the wind is predominantly easterly and the observations at both sites correlate well. Nevertheless, assimilated AOT and AE tend to be underestimated. It is also obvious that there is very little difference between the standard simulation and A2E2. According to the model, more than 50% of AOT comes from sea salt, that is not represented by an emission ensemble. Moreover at the location of Jabiru, the model prediction error and the observation error in AOT are similar in size (∼0.015), so the Jabiru observation should not be expected to have a large impact on the assimilation.

Finally we note that substantial differences between observed AE and the assimilation occur when either AOT also differs (Ames 4 and 21–24 July, CCNY 18–20 July, Cinzana 4 July, 24–25 July, Karlsruhe 12–13 July, Le_Faug 15–16 July, Minsk 7 July, 15 July) or observed AOT is very low (CCNY 2–4 July, 9–10 July, 21–23 July, Cinzana 12 July, 16 July, Le_Faug 11–15 and 19–21 July, Minsk on most days). The first situation needs no corroboration, in the second situation observed AOT should be representative of the AOT of the assimilated observation and hence the error in assimilated AE. The Cinzana site is most instructive in this respect. Whenever AOT drops below 0.2, observed AE and the assimilation result can differ quite a bit.

5.2 Independent SKYNET observations

In Fig. 8 we show a comparison with SKYNET observations, which is a local South-East Asian network (http://atmos.cr.chiba-u.ac.jp/) rather similar to AERONET (see also Nakajima et al., 2007). Note that the number of AERONET sites in South-East Asia that can be used for assimilation is quite limited, so we do not expect a great impact from assimilation.
For instance at the Toyama (Japan) site, there is some difference between the standard simulation and \textit{A2E2}, but we cannot really say that assimilation positively influences AOT in the first twenty days. However, the nearest AERONET sites (Osaka and Shirahama) have only few observations in the first half of the month. In the last ten days, they provide more observations and we see that the assimilation result for \textit{A2E2} agrees better with the observations. Moreover, it would seem that the SKYNET data for Toyama still suffer from some cloud contamination as can be seen in the relative high AOT in Fig 8 and even more clearly in Fig. 9 where 2-h averages of AOT at Shirahama, Osaka and Toyama are plotted together.

The Cape_Hedo site (Okinawa, Japan) is more promising, with Tapei_CWB (700 km), Osaka and Shirahama and Anmyon (∼1100 km) nearby. But also for this site, assimilation seems to have little impact. The first half of the month, the wind blows from the south-east and consequently sea salt dominates the standard simulation AOT at Cape_Hedo. The high AOT and AE actually observed are probably due to high sulfate loads, as confirmed by surface measurements (EA team, 2005). They likely result from the volcanic eruptions by Anatahan (M. Ruminski, personal communication, 2009). A movie can be seen at \url{http://so2.umbc.edu/omi/movies/wpac_omso2_1jan-30sep05.mov} that clearly shows the \textit{SO}_2 plume from Anatahan, as detected by OMI (Ozone Monitoring Instrument), sweeping over Cape_Hedo in July 2005. In the second half of the month, the winds shift and now blow industrial pollution from the Asian mainland over Cape_Hedo. Consequently, the assimilation seems to yield better results.

5.3 Independent MODIS observations

Finally, we compare our assimilation experiment \textit{A2E1} to MODIS observations of AOT at 550 nm. For the independent AERONET data, we found only small differences between experiments \textit{A2E1} and \textit{A2E2}. But now that we turn to satellite observations that
cover a large area, considerable parts of which may not be sampled by the AERONET sites for assimilation, it seems better to use an emission ensemble centered around the standard SPRINTARS emission scenarios.

Of course, direct comparison between AOT for the simulation and the MODIS observations will not be straightforward. First of all, there is a large discrepancy in the spatial resolution of the model (2.8°) and the observations (10 km). We have resampled the MODIS observations to 0.5° by 0.5° but this does not improve the discretized model calculation. Next, there is a difference in temporal sampling. The global model AOT is known at three hour intervals, while the observations are taken at various times depending on the geographic location. We have averaged model AOT over the range of relevant MODIS observation times. Thirdly, satellite observations of AOT over land are notoriously difficult due to errors in assumed surface albedo and assumed aerosol type. Fourthly, MODIS observations are not always available due to e.g. cloudiness. When they are available, they may be contaminated with cloud signals. Finally, model and MODIS AOT are calculated for slightly different wavelengths (500 vs. 550 nm). Due to these reasons, we can only hope to compare general patterns in AOT in the following paragraphs.

We have selected three scenes for comparison based on the following criteria. Since the AERONET network should sample these scenes sufficiently, we are limited to Northern America, Northern Africa and Europe. Also, there should be a significant difference between the standard simulation and the assimilation experiment A2E1. This led us to select three particular dates.

In Fig. 10, we show Europe and Northern Africa on 13 July 2005. In agreement with the MODIS observations are the following. The assimilated AOT shows a strong reduction of the extensive dust storm over Sudan, Ethiopia and the Arabian peninsula. Likewise, the dust storm over Algeria is not as pronounced. The pollution over Northern France and the low countries has increased in the assimilated AOT. However, neither standard nor assimilated AOT agree with the MODIS observations of dust storms on the African west coast or in Niger or the pollution in Spain. A couple of interesting
features, like the changes in pollution over Italy, Romania and the Black sea can not be verified due to cloudiness in the satellite observations.

In Fig. 11, we show Northern America on 14 July 2005. In agreement with the MODIS observations are the following. The assimilated AOT is significantly increased in central East America and there is more aerosol in Southern California and Baja California (Mexico). In addition assimilated AOT is increased west of Hudson bay, something the MODIS observations seems to confirm although many observations are absent. Neither Estd nor A2E1 predicts the aerosol seen by MODIS either south of Hudson bay or in North West Canada.

Finally, we again turn to Europe on 26 July 2005 in Fig 12. Assimilated AOT due to dust and pollution is elevated over the standard AOT, in North Africa, the Mediterranean and Northern Italy as well as Central Europe, as confirmed by MODIS. Regretabbly the higher assimilated AOT over North West Europe can not be validated due to cloudiness. Neither standard nor assimilated AOT shows the pollution east of the Caspian Sea.

Clearly, assimilated AOT is often in better agreement with the observations than the standard AOT. If there are insufficient AERONET sites, then the assimilation often fails to improve AOT. Finally, we point out that even when MODIS observes clouds, and hence cannot be used to validated assimilated AOT, assimilated AOT may still be improve due to unobscured observations assimilated at earlier times.

6 Summary and conclusions

We have developed, implemented and tested an assimilation system for a global aerosol transport model. Our aerosol model SPRINTARS calculates the emission, transport and removal (due to gravitational settling, wet and dry deposition) of four basic aerosol species (carbons, sulfate, sea salt and dust). The assimilation is performed...
by a Local Ensemble Transform Kalman filter. In this paper the ensemble of model sim-
ulations is constructed by modifying the standard emission scenarios for SPRINTARS,
in particular those for sulfate, carbons and desert dust.

Using an ensemble of model simulations in the assimilation, is a computationally
efficient way to represent spatially and temporally varying model covariant informa-
tion, that is used to spread the information from localized observations throughout the
model grid. Other assimilation schemes (Optimal Interpolation, 3D-var, 4D-var) have
to employ a-priori assumed model covariances (often constant in space and time), that
are decoupled from the model calculations. In addition, our analyzed variables are
the mixing ratios of the aerosol fine and coarse mode in an atmospheric profile. Most
aerosol assimilation schemes analyze AOT, and require extra assumptions on how this
translates into profiles of mixing ratios.

In this paper, we assimilate quality-assured level 2 AOT (675 nm) and AE (870
vs. 440 nm) from AERONET sites. These observations were averaged over two
hours to increase their representativeness for a model simulation run at t42 with a
20 min. time-step. Particular attention was given to error estimates of the assimilated
observations, which consists of independent contributions of a retrieval error and a
representation error (high frequency noise due to small scale aerosol physics).

In a future paper, we discuss sensitivity studies in which we varied several numerical
parameters and assumptions required by the ensemble Kalman filter. In this paper, all
experiments were conducted for a 40-member ensemble but a 20-member ensemble
seems to yield similar results.

In the current paper, however, we only discuss results for 4 assimilation experiments
where we varied some basic assumptions about the emission scenarios (in particular:
a scaling factor) and the type of assimilated observations (either AOT only or both AOT
and AE). Simulated fields of AOT and AE from these experiments are compared to
both a standard simulation with SPRINTARS (no assimilation) and independent observ-
ations at various geographic locations. In particular, we excluded 8 AERONET sites
from contributing observations to the assimilation and later used them for validation. In
addition, SKYNET observations (South-East Asia) and MODIS Aqua observations of Northern America, Europe and Northern Africa were also used for validation.

The comparison with independent AERONET observations is important as they are the most reliable and accurate data set used for validation. However, the validation sites were chosen to be in fairly close proximity to other sites (more than 1 but less than 3 grid cells distance) and usually were “surrounded” in all four wind directions by AERONET sites that contributed observations to the assimilation.

Results show that the assimilation can substantially improve modelled AOT and sometimes AE. This is particularly obvious for the North American (Ames, CCNY), African (Cinzana) and Arabian (BAHRAIN) sites, where the standard simulation diverges strongly from the observation. However, our experiments with various emission scenarios show that also for European sites, where the standard simulation is more acceptable, the assimilation improves the AOT. Assimilating AE leads to a substantial improvement of modelled AE for Cinzana and BAHRAIN. However, the North-American and European sites seem not to benefit much from the additional information present in AE. One reason is likely the large errors in AE observations due to low AOT. From the Cinzana and BAHRAIN results we surmise that AOT needs to be at least \(~0.4\) if AE is to have any positive effect. However, the fact that AE observations are useful in low AE cases but less so in high AE cases, may also be due to our definition of fine mode aerosol. This fine mode consists of both sulfate and carbon aerosols that have quite different AE contributions (see Fig. 1).

The comparison with SKYNET observations are interesting as there are not many AERONET sites in South-East Asia and we wanted to use them all for assimilation. Unfortunately, in the period we considered (July 2005) only two SKYNET stations provided sufficient observations. For the Cape-Hedo site (Japan), a nearby erupting volcano (Anatahan) introduced large quantities of SO\(_2\) that our emission inventories did not include. Whether it is possible to represent both quiet and active phases of volcanoes in our emission ensemble remains a topic for further study. For the Toyama site (Japan), the nearby AERONET sites that supplied observations to the assimilation experienced
a lot of data loss due to cloudiness. In addition, the Toyama SKYNET data itself seem not entirely free of cloud contamination. Nevertheless, the comparison for the second half July 2005 shows improvement in AOT due to assimilation.

Finally, we compared assimilation results with MODIS Aqua data. This allows us to study the effect of assimilation on the spatial distribution of aerosol. For three separate days in July 2005, comparison was made among standard and assimilated AOT as well as MODIS AOT for either North-America or Europe and North-Africa. Results show the assimilation correctly adjusts AOT to either higher of lower levels. However, we also found several cases of pollution or dust storms that were present in the MODIS data but not in the standard simulation or the assimilation. This points to remaining issues with the original emission inventories.

Concluding, we feel that the assimilation system was successfully validated against independent observations. On a global scale, assimilating AOT yielded better results than the standard simulation. The usefulness of assimilating AE is for the moment, however, limited to high AOT (>0.4) and low AE cases. To improve this one could assume smaller AERONET AOT errors (our choice was quite conservative) and/or use three aerosol modes to analyze (e.g. sulfate, carbon and coarse). While validating our assimilation results, it became apparent that the standard emission scenarios limit the usefulness of assimilation since the emission ensemble is a random modification of the standard emission. Hence where there is no emission in the standard model, there will be no emission in the ensemble.

In the current paper, only AERONET data were assimilated but this is no limitation of the system. At the moment, the assimilation system supports AOT data from the MODIS satellite sensor as well as AOT and AE from two local South-East Asian ground networks (CSHNET and SKYNET). Also attenuated backscatter from ground-based LIDARs employed by the Asian Dust network can be assimilated.

Future developments of the assimilation system will include a 4D-LETKF version which will consider the evolution of the ensemble during an arbitrary time-window, and an extension of the definition of the ensemble (e.g. variation in deposition speeds).
This work was done as preparation for the GOSAT-CAI imager onboard GOSAT.
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Table 1. Assimilation experiments used in this paper.

<table>
<thead>
<tr>
<th>id</th>
<th>assimilated observations</th>
<th>ensemble size</th>
<th>emission mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estd</td>
<td>none</td>
<td>1</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>A1E1</td>
<td>AOT</td>
<td>40</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>A2E1</td>
<td>AOT &amp; AE</td>
<td>40</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>A1E2</td>
<td>AOT</td>
<td>40</td>
<td>0.5 2 0.5</td>
</tr>
<tr>
<td>A2E2</td>
<td>AOT &amp; AE</td>
<td>40</td>
<td>0.5 2 0.5</td>
</tr>
</tbody>
</table>
Table 1. Assimilation experiments used in this paper.

<table>
<thead>
<tr>
<th>Assimilated ensemble emission mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>f_{carb}</td>
</tr>
<tr>
<td>Estd</td>
</tr>
<tr>
<td>A1E1</td>
</tr>
<tr>
<td>A2E1</td>
</tr>
<tr>
<td>A1E2</td>
</tr>
</tbody>
</table>

Fig. 1. Histogram of AE observed worldwide by AERONET for July 2005. Only observations with an estimated error smaller than 0.25 are shown. Also shown are current (regular font) and previous (italicized font) values of AE for the major SPRINTARS aerosol species (center of the text coincides with AE at 80% humidity).
Fig. 1. Histogram of AE observed worldwide by AERONET for July 2005. Only observations with an estimated error smaller than 0.25 are shown. Also shown are current (regular font) and previous (italicized font) values of AE for the major SPRINTARS aerosol species (center of the text coincides with AE at 80% humidity).

Fig. 2. Location of all surface sites used in this study. Crosses: AERONET sites used for assimilation; blocks: AERONET sites used for validation; triangle: SKYNET sites used for validation.
Fig. 3. Temporal variation of AERONET and SPRINTARS AOT for all sites. The triangles refer to variations in AERONET AOT with respect to an hourly average. The diamonds refer to variations between 3-hourly SPRINTARS AOT. Within an hour AERONET shows similar variability as SPRINTARS after 3 h.
Fig. 4. Temporal variation of AERONET and SPRINTARS AE for all sites. The triangles refer to variations in AERONET AE with respect to an hourly average. The diamonds refer to variations between 3-hourly SPRINTARS AE. Within an hour AERONET shows more variability than SPRINTARS after 3 h.
Fig. 5. The effect of correlations in AOT errors at 440 and 870 nm on the AE error. The error shown is relative to the absolute AE error for uncorrelated AOT errors.
Fig. 6. AOT and AE at selected AERONET sites for both the Estd (black) simulation and the A2E1 (blue) and A2E2 (red) experiments. Also shown are actual observations (green squares).
Fig. 7. AOT and AE at selected AERONET sites for both the Estd (black) simulation and the A2E1 (blue) and A2E2 (red) experiments. Also shown are actual observations (green squares).
Fig. 8. AOT and AE at selected SKYNET sites for both the Estd (black) simulation and the A2E1 (blue) and A2E2 (red) experiments. Also shown are actual observations (green squares).
Fig. 9. Observed 2-h averaged AOT for Toyama (asterisks), Osaka (diamonds) and Shirahama (plusses). Consecutive Toyama data are connected with lines to bring out the sudden AOT changes, likely due to cloud contamination.
Fig. 10. AOT over Europe and Northern Africa on 13 July 2005 (09:00–14:00 GMT). Top panel shows the standard SPRINTARS simulation, central panel shows MODIS Aqua observations and bottom panel shows SPRINTARS assimilation.
Fig. 11. AOT over Northern America on 14 July 2005 (16:00–22:00 GMT). Top panel shows the standard SPRINTARS simulation, central panel shows MODIS Aqua observations and bottom panel shows SPRINTARS assimilation.
Fig. 11. AOT over Northern America on July 14, 2005 (16 h–22 h GMT). Top panel shows the standard SPRINTARS simulation, central panel shows MODIS Aqua observations and bottom panel shows SPRINTARS assimilation.

Fig. 12. AOT over Europe on 26 July 2005 (09:00–14:00 GMT). Top panel shows the standard SPRINTARS simulation, central panel shows MODIS Aqua observations and bottom panel shows SPRINTARS assimilation.

Fig. 12. AOT over Europe on 26 July 2005 (09:00–14:00 GMT). Top panel shows the standard SPRINTARS simulation, central panel shows MODIS Aqua observations and bottom panel shows SPRINTARS assimilation.