Uncertainties in atmospheric chemistry modelling due to convection and scavenging parameterisations – Part 1: Implications for global modelling
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Abstract

Moist convection in global modelling contributes significantly to the transport of energy, momentum, water and trace gases within the troposphere. Since convective clouds are on a scale too small to be resolved in a global model their effects have to be parameterised. However, the whole process of moist convection and especially its parameterisation are associated with uncertainties. In contrast to previous studies we address the impact of convection on trace species by examining simulations with five different convection schemes, rather than neglecting the convective transport for some or all compounds. This permits an uncertainty analysis due to the process formulation, without the inconsistencies inherent in entirely neglecting deep convection or convective tracer transport for one or more tracers.

Both the simulated mass fluxes and tracer distributions are analysed. Investigating the distributions of compounds with different characteristics, e.g., lifetime, chemical reactivity, solubility and source distributions, some differences can be attributed directly to the transport of these compounds, whereas others are more related to indirect effects, such as the transport of precursors, chemical reactivity in certain regions, and sink processes. The shorter-lived a compound is, the larger the differences and consequently the uncertainty due to the convection parameterisation, i.e., reaching up to ±100% for short-lived compounds, whereas for long-lived compounds like CO or O₃ the mean differences between the simulations are less than 25%.

1 Introduction

Moist convection plays an important role in the transport of energy and moisture in the lower atmosphere, where it is a substantial part of global circulation patterns, e.g. the Hadley and the Walker Cells. Furthermore, it contributes crucially to the vertical mixing of the troposphere, especially with respect to atmospheric trace species. Whereas the transport time required to go from the Earth surface into the upper troposphere...
or vice versa is several days in the large scale motion flows, the high vertical velocities in up- and downdrafts within deep convective cells can substantially shorten this time to a few hours. In global modelling of the circulation and chemical composition of the atmosphere, these convective clouds can currently not be explicitly resolved with the state-of-the-art models, rather moist convection is parameterised. This leads to uncertainties in the description of the processes associated with cumulus convection (Arakawa, 2004). The main goal of most of these parameterisations is to “adjust the energy and water budget of a model column to achieve a more stable state of the atmosphere”. A variety of parameterisations for moist convection in the atmosphere exists, some following similar concepts, and some with rather different approaches (e.g. Arakawa and Schubert, 1974; Kuo, 1974; Tiedtke, 1989; Hack, 1994; Zhang and McFarlane, 1995; Emanuel and Zivkovic-Rothman, 1999; Donner et al., 2001; Bechtold et al., 2001; Lin and Neelin, 2002; Nober and Graf, 2005). However, a “best” parameterisation cannot be identified easily in GCMs, since the main goal noted above is fulfilled by most of the schemes at least from a climatological point of view. Even though moist convection is an important aspect of numerical weather prediction, the uncertainties for this application are different than those in global modelling, i.e., the focus is more on the exact location and timing of a convective event.

For atmospheric chemistry the convection scheme is of additional importance, since not only energy and water are redistributed by convection, but also chemical constituents (greenhouse gases, pollutants, aerosols, etc.). The uncertainty associated in the parameterisation formulation of convection has been investigated in Tost et al. (2006b), but restricted to temperature, moisture, and precipitation and in a follow up study (Tost et al., 2007b) focusing on lightning and associated NOx emissions. Several studies have attempted to address the influence of convection on the chemical composition of the atmosphere by excluding the convective transport of all or specific trace gases. One of the first examples was Lelieveld and Crutzen (1994), in which it was found that the O3 lifetime is strongly influenced by convection. In a follow up study, Lawrence et al. (2003) found a larger effect due to the transport of ozone pre-
cursors, especially NO$_x$, than to the transport of O$_3$ itself, while other precursors, e.g., isoprene and its degradation products, have been found to be of similar importance in another study (Doherty et al., 2005). For short lived tracers, investigated with the chemically inactive compound $^{222}$Rn, Mahowald et al. (1997) found that the neglect of convective transport leads to a substantial reduction of its mixing ratio by $\approx 50\%$ in the upper troposphere. However, as shown by Lawrence and Salzmann (2008), the approach of comparing simulations with and without convective tracer transport will only capture part of the effect of deep convective transport, and will therefore fail to give a proper quantification of the effects that are caused by convection in general. An alternate approach is to examine the uncertainty in the process of convective transport and its effects on chemistry by employing a variety of cumulus parameterisations. Thus far, only Zhang et al. (2008) have employed this approach, focusing on the influence of the convection parameterisations on radon, finding differences of the order of 50% between several simulations-interestingly, of the same order as the differences found by Mahowald et al. (1997), in which convective transport was turned off entirely. In this study, we take this research a significant step further, by examining the effects of convective transport on atmospheric chemistry, using a variety of convection schemes, and including the calculation of atmospheric chemistry in both gas and aqueous phase.

2 Model description and simulation setup

2.1 Model description

In the present study the ECHAM5/MESSy atmospheric chemistry model (EMAC, Jöckel et al., 2006) is applied to investigate the influence of convection parameterisations on atmospheric trace species. EMAC consists of an atmospheric climate model, which is the 5th generation European Centre Hamburg general circulation model (ECHAM5, Roeckner et al., 2006) and the Modular Earth Submodel System (MESSy, Jöckel et al., 2005) to simulate tropospheric and middle atmosphere pro-
cesses and their interaction with oceans, land and human influences. In this study the standard convection parameterisation of Tiedtke (1989) with the modifications of Nordeng (1994) has been augmented by an interface allowing several other convection schemes to be implemented in parallel (Tost et al., 2006b). To determine the meteorology and the chemical composition of the atmosphere the MESSy submodels according to Table 1 have been applied. Five simulations with a similar configuration have been performed, differing only by the choice of the selected convection parameterisation. This study is based on previous work, in which the influence of the convection parameterisation on the large scale circulation and the hydrological cycle has been investigated (Tost et al., 2006b; Tost, 2006). The uncertainty in the lightning distribution based on the convection parameterisations has been discussed in Tost et al. (2007b). Due to those findings the lightning scheme that offers most robustness, i.e., a cloud top height dependent parameterisation (Price et al., 1997) is applied in this study. The associated NO\textsubscript{x} emission is scaled to produce \(\approx 4\ \text{Tg(N)/yr}\) globally from flashes.

To compare the tracer transport using the different convection schemes a ConVec-tive tracer TRANSport (CVTRANS) algorithm based on Lawrence and Rasch (2005) following the bulk approach (“leaky pipe”) has been implemented. It is equipped with an interface to collect the required updraft and downdraft air mass fluxes and the respective entrainment and detrainment rates of the convection parameterisations. If required it applies an adjustment of these fluxes to guarantee positive definiteness, monotonicity and mass conservation such that the basic equation for updrafts (subscripted “\textsubscript{u}”) and downdrafts (subscripted “\textsubscript{d}”) is fulfilled \(^1\):

\[
F^k_{\textsubscript{u}} = F^{k+1}_{\textsubscript{u}} + E^k_{\textsubscript{u}} + D^k_{\textsubscript{u}}
\]

\[
F^{k+1}_{\textsubscript{d}} = F^k_{\textsubscript{d}} + E^k_{\textsubscript{d}} + D^k_{\textsubscript{d}}.
\]

In this equation \(F^k_{\textsubscript{u}}\) and \(F^k_{\textsubscript{d}}\) denote the updraft and downdraft mass fluxes, and \(F^{k+1}_{\textsubscript{u}}\) and \(F^{k-1}_{\textsubscript{d}}\) the mass fluxes from the layer below and above. \(E^k_{\textsubscript{u}}\) and \(E^k_{\textsubscript{d}}\) are the entrain-

\(^1\)An additional requirement for the convective tracer transport routine is that the downdrafts may not exceed the updraft, which is usually fulfilled, but otherwise an adjustment is performed.
ment and $D_u^k$ and $D_d^k$ the detrainment rates from the respective fluxes in this layer. All fluxes are in kg/(m$^2$/s). Finally the convective tracer transport in updrafts, downdrafts and the mass balancing subsidence is calculated independently from the underlying convection scheme according to the following equation:

$$C^k = ((AM^k - (F_u^k - F_d^k + D_u^k + D_d^k) \cdot \Delta t) \cdot C^k \text{ (unaffected by convection)})$$

$$+ (F_u^k - F_d^k) \cdot \Delta t \cdot C^{k-1} \text{ (subsidence)}$$

$$+ D_u^k \cdot \Delta t \cdot C_{ud}^k \text{ (detrained from updraft)}$$

$$+ D_d^k \cdot \Delta t \cdot C_{dd}^k \text{ (detrained from downdraft)}$$

$$/AM^k.$$  

The first term determines the fraction of the mixing ratio $C^k$ in a specific layer which is not affected by the convection, the second the effects of the mass balancing subsidence from the layer above (index $k-1$), the third the fraction of detrained species from the updraft with mixing ratio $C_{ud}^k$, and the fourth term fraction of detrained species from the downdraft with mixing ratio $C_{dd}^k$, with $AM^k$ being the airmass per unit area in that grid cell.

The scavenging scheme described in Tost et al. (2006a) has been extended to additionally allow uptake of species onto ice surfaces, the sedimentation of the crys-

$^2$Note that the mass fluxes are defined at the interfaces, e.g., $F_u^k$ is the mass flux at the upper boundary of the grid box, whereas the entrainment and detrainment rates are defined as grid box mean values.

$^3$The mass fluxes and entrainment and detrainment rates are taken from the convection parameterisation.
tals, i.e., a slow vertical downward transport, the release from the evaporating ice crystals and the transition of species into the liquid phase during melting processes. For the uptake/equilibrium purpose an iterative Langmuir-uptake formulation following the approach of Tabazadeh et al. (1999) has been applied. In this study only HNO$_3$ is considered for the uptake onto ice particles. The influence that the additional ice uptake of HNO$_3$ has on O$_3$ is relatively small (of the order of a few %), but for HNO$_3$ the uptake results in a reduction of up to 30% in the upper troposphere (as shown in the supplement http://www.atmos-chem-phys-discuss.net/9/11005/2009/acpd-9-11005-2009-supplement.pdf), in agreement with previous calculations (von Kuhlmann and Lawrence, 2006).

2.2 Simulation setup

In this study five simulations have been performed with different convection parameterisations, according to Table 2. More details about the schemes and their implementation in the model are described in Tost et al. (2006b). In contrast to the previous studies with this model, the convection schemes have been “tuned” to achieve both realistic radiation and precipitation fluxes compared to NOAA and ERBE (radiation) and CMAP (precipitation) fluxes within the uncertainty range of these values (see supplement).

A time period of four months is calculated, from 1 September 2005 to 1 January 2006. During that special period two aircraft campaigns took place which are analysed in detail in an accompanying publication, whereas this study focuses on global implications. The meteorology is “nudged” (Newtonian relaxation) towards the temperature, surface pressure, divergence and vorticity from ECMWF analysis data to achieve the same large-scale weather patterns. There are no direct feedbacks between chemical species and meteorology (no variable radiative transfer forcing through O$_3$ or other trace gases); therefore the different tracer distributions are caused by the convection schemes. However, since water vapour changes due to the choice of the convection scheme, the chemistry is directly influenced by those changes, e.g., through OH production from H$_2$O. The model is applied at a resolution of T63 (i.e., with a triangular
spherical truncation corresponding to a quadratic Gaussian grid of $\approx 1.875$ by 1.875 degrees in latitude and longitude) with 87 vertical hybrid pressure levels up to 0.01 hPa.

3 Results

3.1 Global mass fluxes

A major part of the vertical redistribution of trace species in the troposphere is caused by the overturning of air in the convective systems. Consequently, the global convective mass fluxes, which cannot be measured well, are an indicator for the strength of the vertical transport of constituents. Since within one model column the air mass is conserved, convection leads only to a redistribution of tracers (due to combined updraft, downdraft and subsidence mass fluxes). The zonal average updraft mass fluxes (time average over the 4 month simulation time) with the different convection schemes are shown in Fig. 1.

In all the simulations the deep convection of the tropics is evident, reaching almost up to the tropopause. The two-peak shaped distribution in the tropics is caused by the overlay of the ITCZ in the Atlantic and the Pacific (and the corresponding shifts in latitude) in addition to the intense convection in the South Pacific Convergence Zone (SPCZ). Furthermore, in addition to the almost zonally omnipresent shallow convection, enhanced deep convective activity is calculated in the midlatitude storm tracks.

However, both the absolute strength of the convection (in terms of mass fluxes) and also the average convective cloud top height (and consequently the outflow height) depend strongly on the selected convection schemes, e.g., the overall strength in the EC simulation is much larger than in all others (with an even more enhanced shallow convective fraction), whereas EMA and B1 show weaker overall convective activity. This is partly a consequence of the applied “tuning” mentioned above, since the radiation balance can be perturbed with increasing convective activity. This aspect will be discussed in more detail below. ZHW and B1 are characterised by the deepest con-
vective activity with substantial mass fluxes up to 200 hPa or even higher. In contrast, T1 convection generally peaks a little lower, especially in the extra-tropics. EC, EMA, ZHW, and B1 hardly calculate convection in the polar regions, in contrast to T1. The average profiles (temporally and spatially averaged) in Fig. 1f show the shallow convection (below 750 hPa) with a substantial strength, as noted above, most pronounced in EC. Above, the mass fluxes decrease monotonously in nearly all simulations. However, EMA, ZHW and B1 show a larger mass flux than T1 and EC at 300 hPa, causing a steeper gradient in the mass fluxes for the latter two cases and therefore resulting in a weaker transport into the upper troposphere. ZHW even shows a small increase in the mass flux, which is mainly caused by the activation of the Hack (1994) part of the scheme (local instabilities which are in the other simulations are stabilised by the large-scale cloud scheme (compare Tost et al., 2006b).

Even though the mass fluxes are different in all the simulations, in none of them is a significant mass flux over the tropopause computed, i.e., the overshooting events injecting air mass and consequently tracers into the stratosphere are almost negligible, comparable to the findings of Lelieveld et al. (2007). The corresponding downward mass fluxes (displayed in the supplement http://www.atmos-chem-phys-discuss.net/9/11005/2009/acpd-9-11005-2009-supplement.pdf) also show different spatial distributions, but are of similar strength, within about a factor of two, in all simulations. Especially in the EMA simulation, the downdrafts are weaker in the upper troposphere, causing a slower downward transport of trace species from the UT region. Since the updrafts are balanced by the downdrafts and the mass balancing subsidence (see Eq. 3), the overturning time is shorter in the simulations with smaller mass fluxes (both upward and downward). In combination with the chemical lifetime this has implications for the vertical distribution of tracers.

3.2 Tracer distributions

In the real atmosphere chemistry has a major influence on many trace species. Chemical reactions can mask the differences in transport, but can also amplify those signals.
Furthermore, scavenging, liquid phase reactions, and downward transport in hydrometeors (and their potential re-evaporation and subsequent release of species) have an additional impact on the trace species budgets. Since the latter process depends on liquid and frozen water (clouds and precipitation), which are determined differently in the individual convection schemes, these contribute substantially to the differences in the vertical distributions of many compounds. Therefore, in the following sections, first chemically inactive tracers are analysed to understand the different transport characteristics, followed by an analysis of chemically reactive and partly soluble compounds to see the implications of the transport. It is not the aim of this study to decide which convection scheme is best in reproducing the observed state of the atmosphere, but to highlight the differences and uncertainty caused by the convection parameterisations. The analysis whether the schemes are suitable for simulating a stable atmospheric state has been done by Tost et al. (2006b) and a comparison with observations from two specific field campaigns will be presented in an accompanying publication.

3.2.1 Chemically inactive tracers

(a) H$_2$O:
Water vapour is the driving force for moist convective activity, therefore the differences in moisture distribution caused by the convection schemes are relevant for addressing the uncertainty due to the convection parameterisation in an atmospheric chemistry general circulation model. In the current setup the chemical contribution to H$_2$O is neglected: the chemical production of H$_2$O from CH$_4$ oxidation (relevant mostly for the stratosphere) is prescribed as a climatological tendency. Furthermore, H$_2$O is not consumed by chemical reactions. However, the meteorological feedbacks (radiation and the hydrological cycle) from the deep convection parameterisation cannot be eliminated due to their close relationship to the convective dynamics.

Figure 2a depicts the zonal mean H$_2$O mixing ratio in the T1 simulation, with highest values at the surface in the tropics and and decreasing values poleward and upward. Comparing the global mean profiles for the simulation period, substantial absolute dif-
ferences above the boundary layer up to an altitude of $\approx 400$ hPa can be seen, with EC simulating the moistest and B1 the driest atmosphere (Fig. 2b). The relative differences $(100 \cdot (X - T1)/T1)$ between the individual simulation and the T1 simulation are depicted in the panels c to f of Fig. 2. Note that the largest differences occur in the regions with lowest absolute values, being therefore not necessarily relevant for climate$^4$. In the EC simulation the whole troposphere above 850 hPa is moister than in the reference simulation, in agreement with an enhanced integrated water vapour (IWV) as shown in Tost et al. (2006b). This results in an atmosphere that can be more easily destabilised and consequently more frequently convection is triggered. That is in agreement with the stronger convective updraft mass fluxes (see Fig. 1f). The enhanced moisture, being most dominant in the upper tropical troposphere results from both the stronger convective activity and the detailed treatment of an ice phase in the convective microphysics scheme. However, the absolute values of the $\text{H}_2\text{O}$ are sensitive to the convective precipitation formation rate (conversion rate of convective cloud water into convective precipitation, a parameter of the convection scheme). Nevertheless, the selected values show a good agreement between observed outgoing long-wave radiation (OLR) and precipitation rates. The water vapour distribution in the EMA simulation is characterised by more regional differences. In the tropical and subtropical middle and upper troposphere the atmosphere is more humid, whereas it is drier in the extra-tropics and the lower troposphere. In particular, the region with the strongest convective updraft mass fluxes is characterised by less $\text{H}_2\text{O}$ in EMA. Since the absolute strength of the convection is lower than in T1, there is a weaker moisture transport into the middle troposphere in that region. Furthermore, since there is less convective activity in the subpolar and polar regions, the upward moisture transport is also reduced, resulting in the drier atmosphere. Since the convective outflow height is higher compared to T1, more moisture is transported into the tropical tropopause layer and is subsequently transported downward in the Hadley Cell in both hemispheres. This forms the two

$^4$However, they can be relevant for climate due to additional cloud formation (e.g., cirrus formation in the upper troposphere).
lobes in the subtropical subsidence regions. The difference in ZHW is characterised by a tri-polar structure: a drier lower troposphere in both the subtropics and the tropics, a moister mid to upper troposphere, and a drier uppermost tropical tropopause layer. A slightly weaker shallow convection, i.e., less efficient transport of moisture is likely to explain the drier lower troposphere, and the slightly more intense updrafts in the middle and upper troposphere can cause the mid and upper tropospheric moisture enhancement. The drier TTL is most likely caused by the frequent activation of the Hack part of the convection scheme, which lacks a detailed ice microphysics and overestimates the stabilising adjustment (compare Tost et al., 2006b). However, some of these arguments cannot be straightforwardly proven. The B1 simulation represents a drier atmosphere, and shows the strongest precipitation. Consequently, too much water vapour condenses, leading to lower H$_2$O mixing ratios in the lower troposphere. Additionally, the overall convective mass fluxes are lowest in this simulation, causing an overall weaker transport of moisture into the uppermost troposphere. Since H$_2$O is a primary source of OH (H$_2$O+$^{1}$D→2OH), the main oxidant in the lower atmosphere, it also strongly impacts the oxidation capacity and influences almost all chemically reactive compounds.

For an evaluation of the water vapour columns we refer to Tost et al. (2006b).

(b) $^{222}$Rn: $^{222}$Rn is used as a standard tracer to analyse (continental) convection (Jacob and Prather, 1990) since it is chemically inactive, insoluble, but decays radioactively with a lifetime of $\approx$4.8 days These properties make it susceptible to transport alone, i.e. with its help it is possible to deduce the transport characteristics of the convection schemes. Furthermore, some indications for the differences in the convective cloud top and therefore the outflow height can be drawn from the analysis. The emission is set to 1 molecule/(cm·s) over land and zero over water and ice in this study.

However, only very few measurement data are available providing vertical profiles of $^{222}$Rn. In a previous study (Tost, 2006) it was found that the vertical profiles differed
substantially when alternative convection schemes were applied, but were all within
the large scatter of the measurement data. The zonal average distribution, depicted in
Fig. 3a (note the logarithmic scale) for the T1 simulation is dominated by the land sea
contrast between the Northern and Southern Hemisphere, resulting in higher mixing
ratios between 10°N and 70°N. The tropical convection leads to elevated mixing ratios
up to 600 hPa, whereas the convective activity in the northern hemispheric storm track
is able to transport a larger number of $^{222}$Rn atoms even up to 400 hPa. The global
mean profile (see Fig. 3b) is quite similar for all the simulations, with only minor dif
ferences at $\approx$600 hPa and 300 hPa, with the exception of B1. The simulation using the
Bechtold scheme shows a more pronounced C-shape profile with substantially lower
values around 700 hPa, but elevated values in the upper troposphere (above 500 hPa,
most pronounced at $\approx$350 hPa). Furthermore, the mixing ratios in the boundary layer
are slightly higher than in the other simulations. Consequently, in this simulation the
transport of radon from the boundary layer into the troposphere is enhanced, particu
larly since it is less mixed with entrained air from the mid troposphere. This is supported
by the results of Fig. 1, which showed some convective activity, but not the strongest
mass fluxes due to a weaker entrainment.

The relative differences to the T1 simulation in the zonal mean distribution of $^{222}$Rn
(Fig. 3c–f) exhibit a more complicated picture than the global mean profile. The EC
simulation is characterised by lower mixing ratios in the tropical lower troposphere, but
elevated mixing ratios in the tropical middle and upper troposphere. This can also be
explained with the help of Fig. 1a and b, since the shallow convection is stronger in EC,
transporting more tracer-rich air from the surface to the mid and upper troposphere. At
the tropopause (black line) and above, the absolute mixing ratios become very small, so
that large relative differences are not necessarily significant. It is important to consider
not only the differences in the convective regions but also in the subsidence regions,
since a more efficient and faster transport into the upper troposphere can lead to higher
mixing ratios in regions that are not directly influenced by the convective activity, but
also by horizontal transport. In particular, differences occur in regions around 20° to
30° N, where no significant convective updrafts are simulated. These can result from the faster overturning within the Hadley Cell driven by the convection. Farther away from the tropics the differences are likely not significant, since the lifetime of $^{222}$Rn is too short to be uplifted in the tropics and then transported into those regions. The differences between T1 and EMA (Fig. 3d) are smaller compared to the other simulations. Even though the total convective updraft mass fluxes are much lower than in T1, the zonal mean distribution is not lower everywhere, but shows some enhanced values in the tropical mid troposphere. The less intense shallow convection in EMA leads to lower values in the tropical boundary layer, but in the upper troposphere T1 is characterised by higher values than EMA due to more intense convection in the tropical updraft regions. In the extra-tropics the convective mass fluxes are weaker, therefore the upward transport of $^{222}$Rn is less efficient. In the tropics the downdrafts are substantially weaker in EMA compared to T1 (see the electronic supplement), resulting in reduced downward transport and consequently slightly enhanced mixing ratios in EMA above the downdraft region at $\approx$600 hPa. In ZHW the mid and the upper troposphere are characterised by enhanced radon mixing ratios compared to T1. The upper tropospheric enhancement is likely being caused by the deeper convection simulated with ZHW. Furthermore, the gradient of the updraft mass fluxes is less steep in ZHW, leading to a more vigorous transport into the upper troposphere. As already discussed for the global mean profile, the Bechtold scheme causes a more C-shape like profile, with lower values than T1 in the mid troposphere, but substantially enhanced mixing ratios of radon in the upper troposphere compared to the other simulations, especially in the tropics. This is caused by the weaker mixing with mid troposphere air, and can become very important for chemical conversion (in terms of surrounding conditions like temperature, radiation and photolysis, etc.).

Most of the atmospheric $^{222}$Rn is located in the troposphere; however the choice of the convection scheme alters the fraction reaching the upper troposphere, whereas the total atmospheric burden is similar in all simulations since it depends only on the amount that enters the stratosphere, which is small due the short decay time. Table 3
depicts the upper tropospheric burden (500 hPa to the tropopause) and the fraction of the total atmospheric radon burden. The difference in the burden exceeds 40% between the B1 (highest value) and the Ema simulation (lowest value). Furthermore, a substantially larger fraction of the total atmospheric $^{222}$Rn is located between the 500 hPa and the tropopause level in the Bechtold simulation, reaching up to 22.6%. The fraction for the other schemes is quite similar. This additionally supports enhanced transport of boundary layer air which is enriched in radon into the upper troposphere using the Bechtold scheme. Except for the B1 simulation, the total upper tropospheric burden does not depend substantially on the selected convection parameterisation. The spatial differences however are of a similar magnitude as found by Zhang et al. (2008). Overall, even though the distribution of the $^{222}$Rn mixing ratios is similar with the different convection schemes (with a slight exception of the Bechtold scheme), the absolute values can vary by up to a factor of two.

3.2.2 Chemically active tracers

In this section, a selection of species with different chemical lifetime, reaction pathways, and solubility are analysed.

(a) CO:

CO has a relatively long lifetime and is therefore suitable for addressing questions of convective and long range transport. However, in contrast to $^{222}$Rn it is not chemically inactive, but is oxidised mainly by OH. Consequently, the carbon monoxide mixing ratio is also dependent on the OH distribution, which is dominated by local processes and the water vapour concentrations (see above). The zonal average mixing ratio of CO in the T1 simulation is presented in Fig. 4a. Since most of the emissions are anthropogenic, the maximum is located in the Northern Hemisphere, with some biomass burning contribution in the tropics. The zonal average distribution looks comparable
to that of radon. The winter hemisphere shows a well-mixed CO distribution due to the extended lifetime caused by the reduced wintertime OH production, but enhanced carbon monoxide is also simulated in the tropical tropopause layer, transported there mainly by convection. The global mean profile of CO (see Fig. 4b) is similar in all simulations: a slight increase in the boundary layer and a slow decrease up to almost 300 hPa, followed by a strong decrease up to 50 hPa. Above that, the stratospheric source of CO by photodissociation of CO$_2$ causes a strong increase in the carbon monoxide mixing ratios. However, some differences are obvious: for example, the EC simulation shows the lowest CO mixing ratios. This is consistent with the enhanced H$_2$O mixing ratios, leading to an enhanced OH production and consequently a decrease in the CO lifetime. On the other hand, B1 shows a slightly different shape; comparable to the $^{222}$Rn profiles a more distinct C-shape profile can be seen, resulting from a more efficient direct input of lower tropospheric CO enriched air into the upper troposphere and a less efficient mixing with air from the mid troposphere. Analysing the relative differences of the zonal mean carbon monoxide mixing ratios between the simulations (Fig. 4c–f), some zonal patterns appear. Even though CO is in general lower in EC, it is enhanced in the northern branch of the main convectively active zone (0° to 20° N) in the middle and upper troposphere. Due to a relatively uniform change in H$_2$O and OH this is not likely an effect of chemistry alone, but of the convective transport characteristics. The enhanced updraft mass fluxes cause a more vigorous transport to higher altitudes. However, this is partly contradictory, since it occurs only in the Northern Hemisphere, even though the convective activity is similar in both hemispheres. An aspect to consider is the availability of OH reaction partners. In the Northern Hemisphere with stronger pollutant emissions the available hydroxy radical (which has a lower production rate in the winter hemisphere) is effectively scavenged by the other available pollutants. In the tropical regions, the positive feedback between CO and OH results in a strong enhancement in CO, given its substantial emissions from biomass.
burning, accompanied by a reduction in the available OH (which is further reduced due to reactions with various hydrocarbons), whereas in the Southern Hemisphere the long-lived CO is the only significant OH reaction partner, resulting in the higher OH levels and the substantial reduction of CO mixing ratios over the southern hemispheric oceans.

The slightly weaker convection in the EMA simulation leads to slightly higher values than the reference simulation close to the surface in the tropics, and consequently reduced values in the convective updraft and outflow regions. However, all the changes are in the range of a few % only, and therefore not significant and they cannot easily be attributed to the alternative convection parameterisation alone. In fact, it is also likely that they are a potential result of the spreading of other differences in the model (due to its non-linearity, discussed below).

The ZHW simulation is characterised mostly by slightly enhanced CO mixing ratios compared to T1, except for the tropics, and there especially in the southern lobe of the convective mass fluxes. The pattern appears to be different from the differences in the moisture (as well as the differences in OH itself, which is shown in the electronic supplement), ruling out the possibility that OH is responsible for that pattern, leaving it mainly to transport. However, also in this simulation the relative differences are quite small.

In contrast to this, the B1 carbon monoxide distribution shows larger differences. The reduced values in the lower tropical troposphere and the enhanced CO in the upper troposphere can be attributed to a direct input of almost undiluted, CO rich air into the upper troposphere by convection. Since there is hardly interaction with the lower to mid troposphere, detrainment of CO is of minor importance. Additionally, the reduced moisture causes a slightly reduced OH production, and therefore extends the CO lifetime, resulting in enhanced mixing ratios in the upper troposphere. Horizontal transport strongly influences the distribution, including subsidence into the subtropical regions and transport across the tropopause in the midlatitudes. The influence of the convection parameterisation on CO is limited due to its long lifetime, so that all relative
differences are in the range of a maximum of ±20%. Furthermore, the indirect effects via the modified lifetime due to changes in OH are of similar importance.

Since the CO distribution has been in slightly underestimated with the standard convection scheme of EMAC (T1) as shown by Pozzer et al. (2007), the higher values of the mean profile of all other schemes tend to push the model towards the right direction improving the agreement. Since there are no major changes in the general shape of the profile, the agreement in terms of correlation and standard deviation is similar with all convection schemes.

(b) HCHO:
Formaldehyde is chosen as an exemplary species that is chemically more reactive than CO. The distribution is dependent on the convective transport of precursors and the compound itself, but additionally it is moderately soluble. Therefore, scavenging and subsequent rainout play a significant role for the global patterns adding the dimension of uncertainty of the convection schemes in cloud and precipitation water. The zonal average distribution for the reference simulation is depicted in Fig. 5a. The highest values occur in the tropics and subtropics, near the surface due to the enhanced hydrocarbon emissions from both natural (isoprene) and anthropogenic (propane, butane) sources and their subsequent degradation. With increasing altitude the photolysis gains in importance in the destruction of HCHO, causing the decrease in the mixing ratios. Comparing the global mean profiles (Fig. 5b), all simulations show a similar distribution, with only B1 having significantly smaller values in the mid troposphere and an enhancement at ≈400 hPa. Therefore, it is astonishing how large the relative differences between the simulations are: up to ±50%, as depicted in Fig. 5c–f. The EC simulation has higher values of HCHO mainly in the middle and upper troposphere due to the enhanced OH (as seen in the supplement), which causes faster degradation of hydrocarbons into formaldehyde. The lower values in the tropical tropopause region correlate well with low OH values in the same region (always compared to the reference T1). However, in the lower troposphere lower values than in T1 are calculated.
Since the convective mass fluxes are stronger in this area, the enhanced convective transport leads to an additional enhancement of HCHO in the middle troposphere, and consequently a reduction in the boundary layer. This effect outweighs the chemical effects, since these patterns are different in OH and HCHO. Furthermore, the precipitation in ECMWF is less intense in the tropics, causing a weaker downward transport of HCHO within hydrometeors and their subsequent release due to evaporation and the lower solubility at high temperatures.

The EMA simulation shows only minor differences to the reference (Fig. 5d): a slight enhancement at the surface, lower values in the tropical lower troposphere, an enhancement in the tropical mid troposphere, lower values from 500 to 300 hPa and enhancement again in the tropopause region. As for EC this distribution partly correlates with the differences in OH, but this alone is not sufficient to explain all the differences. Since the convection reaches on average higher, the larger values in the upper troposphere around the tropical tropopause are caused partly by the convective transport of near surface air with enhanced formaldehyde mixing ratios into that region. Due to the moderate solubility not all of the HCHO is scavenged, but can reach higher altitudes. Since the main detrainment is at a higher altitude than in T1 (in this simulation between 500 and 300 hPa), this shift is also one reason for the dipolar pattern in the upper tropical troposphere.

ZHW is characterised by an enhancement in the mid to upper troposphere (mainly in the tropics) and a substantial decrease directly at the tropical tropopause. In this simulation the two enhancements occur mainly in the two major convective detrainment regions (the regions where the convective updrafts show the strongest gradients, compare Fig. 1d). The higher values between 500 and 300 hPa again correlate well with the OH enhancement (see supplement). However, the strong decrease of HCHO at the tropical tropopause cannot be explained easily. Even though OH has lower values in ZHW compared to T1, the effect is less significant. In spite of convection not being active at this altitude, a similar feature is detected for CO and also $^{222}$Rn, the latter being only influenced by transport. One possible explanation is that the convection parame-
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Convection and scavenging parameterisation causes indirect effects in terms of transport, i.e., changes in the large-scale motion which can lead to a shift in the zonal average distribution. The B1 simulation shows again the typical behaviour for this setup, caused from the convective transport (also obvious in the global mean profile): a decrease in mid troposphere mixing ratio and enhancement in the upper tropical troposphere due to almost undiluted upward transport of boundary layer air which is rich in HCHO up to the tropopause. The correlation to the OH distribution is low, indicating that transport is the dominant reason for this pattern.

Pozzer et al. (2007) report a small high bias for HCHO; since the T1 simulation has usually the highest value in the mean profile, the other schemes also tend to go into the right direction. Only the B1 scheme, with the significantly lower values in the lower to mid-troposphere seems to have too low values.

(c) HNO₃:

For the distribution of nitric acid another aspect has to be considered in addition to convective transport of HNO₃ and its precursors, chemistry, scavenging and wet deposition: namely the uptake on ice particles. Depending on the detailed treatment of cloud and precipitating ice in the convection parameterisations this yields yet another source of uncertainty related to the convection scheme. Furthermore, in contrast to ²²²Rn or HCHO the burden increases by more than an order of magnitude at the transition into the stratosphere. The zonal mean distribution of the reference simulation (Fig. 6a) shows enhancements of nitric acid at the surface between 20° N and 40° N due to anthropogenic, industrial NOₓ emissions. A second region with enriched HNO₃ is located around the equator (10° S to 10° N), caused by NOₓ emissions from biomass burning and lightning. The low values in the upper troposphere are caused by the uptake on ice crystals (see supplement http://www.atmos-chem-phys-discuss.net/9/11005/2009/acpd-9-11005-2009-supplement.pdf). The global mean profiles show a relatively similar shape (S-like) for all simulations, with EMA having highest values in the boundary layer and EC mainly in the mid troposphere. However, in the global aver-
age the differences are relatively small. Therefore, it is surprising that the differences in the zonal mean are as high as 100%. However, it has to be considered that these large relative differences occur in regions in which the absolute values of HNO₃ mixing ratios are relatively low. Analysing the differences between EC and T1 (Fig. 6c), the largest differences occur in the mid latitudes and polar regions. In T1 convection is active in those regions as well (i.e., convective updraft mass fluxes are calculated) and due to the cold temperatures and the simplified treatment of the ice phase in the T1 convection, the sink by scavenging on ice is stronger. Furthermore, the precipitation is lower in EC than in T1, and thus the scavenging by liquid precipitation is enhanced in T1. Since in these regions the absolute values of the HNO₃ mixing ratio are small, the relative differences quickly reach high values. A different aspect is seen in the tropics. In the Southern Hemisphere EC calculates lower values than the reference due to more vigorous shallow convection (up to 600 hPa) and associated rainfall and subsequent wet deposition. However, at \( \approx 10^\circ \) N EC simulates significantly enhanced HNO₃ mixing ratios. This results partly from a different distribution of the convective cloud water and subsequent precipitation formation which is much weaker in the EC simulation. Due to the resulting reduced scavenging in this region, the nitric acid mixing ratio is higher.

The EMA simulation is characterised by enhanced HNO₃ in the boundary layer in the lower hemisphere and higher nitric acid mixing ratios up to 600 hPa in the Northern Hemisphere. Above that, a lower HNO₃ content than in T1 is simulated up to the tropopause. In the tropopause layer more HNO₃ is calculated in EMA, since the oxidant level is higher, leading to a more rapid conversion of NOₓ into nitric acid as in T1. ZHW has a quite similar distribution in the tropics with slightly lower values, but HNO₃ enhancement in the midlatitude storm tracks. This results mainly from the precipitation distribution: in the tropics a slight overestimation of rainfall (compared to CMAP (Xie and Arkin, 1997)) over the continents leads to a too efficient scavenging of nitric acid (originating from biomass burning NOₓ), whereas the precipitation in the storm tracks is underestimated, causing too weak rainout.

The B1 simulation has mainly lower values in the tropics, except around 5° N at the
surface, but enhanced HNO₃ mixing ratios in the midlatitude to polar regions.

In comparison to the findings of Jöckel et al. (2006) where a tendency to underestimate the nitric acid mixing ratio in the lower and overestimate it in the upper troposphere the tendency of most schemes has been diagnosed, especially the Ema simulation appears to be most suitable to overcome these issues. However, since the uptake of HNO₃ on ice has been neglected in Jöckel et al. (2006) this effect can counterweight the effect of the convection schemes.

(d) O₃:
Ozone has been selected as a compound in which all of the effects are combined, mainly through the indirect effects on the precursors. The zonal mean ozone distribution is presented in Fig. 7a for the T1 simulation. The tropospheric patterns are characterised by the vertical gradient towards the higher values in the stratosphere with a more efficient downward transport in the subtropical subsidence regions. The upper tropospheric O₃ distribution is dominated by a large fraction by the stratosphere-troposphere transport, which might also be affected to a lesser degree by the choice of the convection parameterisation. In the Northern Hemisphere local production contributes to the enhanced O₃ mixing ratios at the surface, causing the asymmetric shape of the ozone mixing ratio distribution, which was evaluated in detail in Jöckel et al. (2006). The global average profile (Fig. 7b) looks similar for all the simulations, all capturing the strong increase in O₃ near the tropopause. However, in the mid troposphere a spread of ≈5 ppb exists between EMA (lowest values) and B1 (highest ozone mixing ratios). Furthermore, typical features of convective transport in clean, remote regions, e.g., an upper tropospheric minimum due to lifting of ozone poor air from the surface are absent in all global mean profiles, and consequently only of local importance. The differences between the simulations with the alternative convection schemes to the reference in Fig. 7e–f cannot be explained easily.

EC has reduced values in the tropical updraft at the equator, but slightly enhanced values in the northern midlatitudes. The shift in patterns around the tropopause is likely
to be explained by the different moisture distribution, as well as a different stratosphere-
troposphere exchange. EMA, having lower values in the southern updraft branch in the
mass fluxes, also shows lower O$_3$ values in that region. Since the absolute values of
ozone have a minimum at the tropical surface, this is an indirect effect of a less effi-
cient transport of precursors into the mid troposphere. In the upper tropospheric winter
hemisphere the changes are also likely related to indirect, i.e., chemical effects, such
as the change in the oxidising efficiency of the atmosphere due to altered chemical ox-
idant distributions due to the absence of strong deep convective activity in both EMA,
and T1 simulations. Since ZHW has a mass flux distribution that is similar to T1, the rel-
ative differences likely have their origin in the chemical effects. However, the reduction
in the equatorial mid troposphere coincides with the enhancement in $^{222}$Rn (compare
Fig. 3e). Further upward the opposite effect occurs, i.e., an enhanced ozone produc-
tion or a reduced ozone loss. Additionally, there is a stronger inflow of O$_3$ from the
stratosphere in the midlatitudes, which is more pronounced in the Southern (summer)
Hemisphere.

The B1 simulation shows a completely different picture: O$_3$ is enhanced in the
mid and the upper troposphere, and this phenomenon is not only limited to the trop-
ics, where convection has the strongest impact, but is spread all over the tropo-
sphere. However, in the tropics the differences to T1 are largest. The maximum
in the upper tropical troposphere (UT) results from the direct transport (see above)
of boundary layer air into the UT, where O$_3$ production is stronger due to enhanced
ozone precursors. The lower OH additionally reduces one of the O$_3$ sink processes
(O$_3$+OH→O$_2$+HO$_2$). The enhancement in the lower troposphere compared to T1 is
the result of both convective transport and chemical effects. Since O$_3$ has an intermedi-
ate lifetime in the troposphere, the transport of the compound and also of its precursors
influence the ozone distribution. Additionally, changes in the chemistry have non-linear
feedbacks that become visible in a compound like O$_3$ that is so dependent on multiple
other species (see discussion below). Furthermore, even though ozone is not solu-
ble, many of its precursors are strongly influenced by scavenging and rainout/washout
processes, which also contribute to the different patterns in the simulations.

Calculating the tropospheric ozone burden, the differences do not exceed a value of 8\%, with highest value for the B1 and lowest for the EC simulation (compare Table 4). These differences are considerably smaller than the differences for $^{222}$Rn noted earlier in Table 3.

These differences are all smaller than the range found in previous studies (Lelieveld and Crutzen, 1994; Lawrence et al., 2003; Doherty et al., 2005) completely neglecting the transport of ozone and/or its precursors, which are in the range of −20\% to +12\%.

In general, for O$_3$ the overall picture is too complex to directly associate specific patterns with physical and chemical processes. However, it can be seen that the choice of the convection parameterisation results in a non-negligible uncertainty of 5 to 25\% in the zonal average ozone distribution.

Jöckel et al. (2006) did an extensive evaluation of O$_3$ in the atmosphere. Enhanced upper tropospheric values compared to the standard scheme, which tends to underestimate ozone at 400 hPa are mainly found using ZHW and B1. However, the tropospheric burden of all simulations are higher than calculated by Jöckel et al. (2006), except for EC which has the same value; consequently some improvement in the model formulation of processes, e.g. the HNO$_3$ uptake on ice result in slightly enhanced O$_3$ values.

### 3.3 Scavenging and wet deposition

The different convection schemes do not only cause different precipitation patterns (see Tost et al., 2006b and http://www.atmos-chem-phys-discuss.net/9/11005/2009/acpd-9-11005-2009-supplement.pdf), but also result in different vertical distributions of cloud and precipitable water. Consequently, the scavenging efficiency for trace gases and aerosols depends not only on the distribution of the species (due to the convective transport), but also on the condensed water and the precipitation regions. However, since the global precipitation distribution differs only within the range of uncertainty given in Tost et al. (2006b), the overall wet deposition looks relatively similar in all
simulations. Nevertheless, being the combined result of the tracer and the precipitable water distributions, some differences are evident.

Figure 8 depicts the differences in the zonal averages of the accumulated wet deposition of the two main acidifying compounds nitrate and sulphate. The general features are very similar (except for NO$_3^-$ in ZHW), and are mainly caused by the climatologically realistic occurrence of precipitation and wet deposition therein. The total amount differs according to differences in the precipitation, e.g., since ZHW has almost everywhere lower precipitation, the total amount of wet deposition is lower. Detailed pictures of the location of the main differences can be found in the supplement (http://www.atmos-chem-phys-discuss.net/9/11005/2009/acpd-9-11005-2009-supplement.pdf). Nevertheless, stronger wet deposition does not necessarily mean lower atmospheric burden, since enhanced wet deposition can be compensated by reduced dry deposition and vice versa. The differences in the wet deposition are smaller than those in the tracer distributions since strong convective activity is characterised by both strong upward motion (vertical tracer transport) and strong precipitation (resulting in strong wet deposition). Consequently, for highly soluble compounds like nitrate the strong upward motion is largely compensated by the downward motion within the precipitation. Additionally, if the convective precipitation is not occurring in one specific grid box with one scheme, convective activity possibly occurs one time step later or in the adjacent grid box. Alternatively the precipitation is formed by the large-scale cloud scheme, also causing wet deposition and therefore wet deposition with only a slight shift in the patterns. For sulphate wet deposition the differences in liquid water cause different in-cloud sulphate production (also affected by the different oxidant distributions), and consequently with the combined effects on chemistry and cloud processes slightly larger differences can occur locally. On the other hand, for sulphate the source (i.e., the in-cloud sulphate formation) is more directly linked to the sink by wet deposition. Therefore, the zonal average distribution of SO$_4^{2-}$ shows smaller differences for the ZHW scheme than for nitrate, since via cloud and precipitation formation both the source and the sink processes take place simulta-
In comparison with the observation data used in Tost et al. (2007a) the EC simulation agrees better in terms of correlation and linear fit than the T1 simulation for both NO$_3^-$ and SO$_4^{2-}$. For sulphate all other simulations show a higher correlation than T1 for the selected stations. Further details can be found in the supplement.

4 Discussion

One additional source of uncertainty is the “tuning” of the model setups: Depending on the choice of the convection scheme several parameters in the model setup can be used to “tune” the radiation balance (and also the precipitation) to achieve realistic behaviour, which is in agreement with observations. In this study, this tuning was done only within the convection parameterisation in terms of the convective relaxation time and the convective precipitation formation rate (i.e., the conversion rate of convective cloud water into precipitation). Additionally, the entrainment and detrainment rates for the individual convection schemes are selected in agreement with recommendations from their authors. This partly explains why the convective mass fluxes and consequently the tracer distributions show such a strong dependence on the selected convection scheme.

Since the conversion of cloud water to precipitation not only determines the total rainfall, but also the energy budget within the cloud, the temperature profiles are affected, e.g. the more cloud water is transformed into precipitation that falls out of the cloud immediately, the less energy is required to evaporate the rest of the cloud (i.e., the evaporative cooling is smaller). Furthermore, decreasing the amount of condensed water decreases the moist static energy, and consequently stabilises the atmosphere. Both of these stabilising effects consequently further decrease convective activity.

Entrainment and detrainment rates are crucial for the strength of the mass fluxes, since an overestimated entrainment causes a large mass of air to be lifted, but decreases the buoyancy compared to the surroundings, consequently preventing very
deep convection. A weak entrainment allows deeper convection, but only with a relatively small total amount of air moved, resulting in weak mixing in the global model column. Detrainment must be considered as well: a strong detrainment in the mid troposphere prevents very deep convection and vice versa. However, even though a large degree of freedom for these processes exists (actually they even exist using only one scheme and using different parameters for entrainment, detrainment, etc., see for instance Ott et al., 2008) still climatologically realistic fields for radiation, precipitation, moisture and temperature can be achieved, as well as for the treatment of tracer transport, e.g., a bulk versus a plume ensemble transport formulation Lawrence and Rasch (2005), then this is a motivation for this study.

Since the overall effects of deep convection and the differences between the simulations are relatively large, the question of how to proceed on this issue arises. However, due to the complexity of the system a traceback to the original causes for each individual difference is difficult, and can only be attempted by the analysis of different compounds with various characteristics such as chemical reactivity and lifetime, solubility, and source distribution. A potential solution for the detailed process analysis would be a comparable study in a single column model under well defined prescribed input/boundary conditions. Nevertheless, some parts of the parameterisations are quite complex by themselves, e.g., convective microphysics, so that even in such a study a variety of results that are difficult to interpret is likely. Since in the global atmosphere a large variety of possible atmospheric conditions occur (i.e., a large selection of potentially convectively active regions (or model grid boxes) with different states of the atmosphere), global modelling studies are much better suited to capture all of these features. Furthermore, only when analysing whole regions observed conditions can be compared with the simulation results.

Since computer models of the atmospheric chemistry are usually highly non-linear (diffusion, chemistry, feedbacks, sink processes), very small deviations between simulations can easily be enhanced by the model equations resulting in larger differences. Therefore, some of the differences analysed in the sections above, e.g., those in
the range of $\approx 5\%$, are not necessarily completely caused by the different convection schemes, but by these non-linearities. However, for some compounds much larger variability in dependence of the convection schemes has been detected, which cannot be attributed alone to these causes. Furthermore, since all model simulations have been “pushed” towards the ECMWF reanalysis, the differences in the synoptic scale weather phenomena are small.

One important aspect to point out is that it is not the intention of this study to rate any of the schemes according to their performance, but to point out the uncertainty resulting from just one of the physical parameterisations in an atmospheric chemistry GCM. A rating is only possible with respect to observations, which will be addressed in an accompanying publication. For such a purpose the correct location, timing and intensity of convective activity must be captured by the individual convection schemes. Likely, such a success will differ from situation to situation, one being captured better by one scheme, another by another parameterisation. Furthermore, since for some compounds the distribution appears more realistic than for others with one selected parameterisation this is likely to be different for different species. Due to compensating errors/uncertainties and non-linearities not all of the effects can be easily transformed from one compound or one cause to the next. Additionally, not all of the cause-effect relationships can be readily revealed. These aspects are investigated in the accompanying paper.

5 Conclusions

In this study, it has been shown that the choice of the convection parameterisation in a global model of the chemical composition of the atmosphere can have a substantial influence on trace gas distributions. Five different state-of-the-art convection schemes have been used in an atmospheric chemistry GCM (“nudged” by the same large-scale meteorology) and the resulting trace gas distributions have been compared. A rating of performance of the schemes is not intended, but the main goal, i.e., to analyse the uncertainty for the process of parameterised convection on trace gases has been
determined. Depending on the atmospheric lifetime and the relevant processes for a specific compound, the differences can be up to ±100% (not necessarily of that magnitude for all species, e.g., for O₃ and CO the maximum uncertainty is globally less than ±25%, but even for these gases can locally even exceed a deviation of +100%).

The reasons for the differences are to be found both in meteorology, i.e., varying intensity and frequency of convective events, and in chemistry, i.e., precursors are affected differently by the convection due to solubility, reaction partners and location where the chemical reactions take place. Chemical and meteorological effects cannot be easily separated, so the only way to address meteorological effects alone is by using chemically inactive tracers such as $^{222}$Rn. An additional important meteorological effect determined by the convection scheme is the formation of cloud and rain water and subsequent redistribution and removal of constituents from the atmosphere by precipitation scavenging. This is of larger importance for soluble compounds, but can also have a substantial effect on other species due to precursor interactions and removal.

The role of water vapour as source for OH is also relevant, since higher moisture affects the oxidation capacity of the atmosphere and consequently has an influence on almost all chemical compounds. Overall, convection parameterisations are a large source of uncertainty, as well known in the community; in this study we have made an important step towards quantifying these uncertainties.
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Table 1. Applied processes and respective submodels of EMAC.

<table>
<thead>
<tr>
<th>Process</th>
<th>Submodel name</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air sea exchange of trace species</td>
<td>AIRSEA</td>
<td>Pozzer et al. (2006)</td>
</tr>
<tr>
<td>Large-scale condensation</td>
<td>CLOUD</td>
<td>see Lohmann and Roeckner (1996)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Roeckner et al. (2003)</td>
</tr>
<tr>
<td>Convection</td>
<td>CONVEXT</td>
<td>Tost et al. (2006b)</td>
</tr>
<tr>
<td>Convective tracer transport</td>
<td>CVTRANS</td>
<td>see below</td>
</tr>
<tr>
<td>$^{222}$Rn cycle</td>
<td>DRADON</td>
<td>P. Jöckel (unpublished)</td>
</tr>
<tr>
<td>Dry deposition</td>
<td>DRYDEP</td>
<td>Kerkweg et al. (2006a)</td>
</tr>
<tr>
<td>H$_2$O chemical tendency</td>
<td>H2O</td>
<td>see Jöckel et al. (2006)</td>
</tr>
<tr>
<td>Photolysis</td>
<td>JVAL</td>
<td>see Jöckel et al. (2006)</td>
</tr>
<tr>
<td>Lightning NO$_x$ emissions</td>
<td>LNOX</td>
<td>Tost et al. (2007b)</td>
</tr>
<tr>
<td>Aerosol microphysics</td>
<td>M7</td>
<td>see Vignati et al. (2004)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kerkweg et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sander et al. (2005)</td>
</tr>
<tr>
<td>Gas phase chemistry</td>
<td>MECCA</td>
<td></td>
</tr>
<tr>
<td>Emissions and other boundary conditions</td>
<td>OFFLEM, ONLEM, TNUDGE NCREGRID</td>
<td>Kerkweg et al. (2006b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jöckel (2006)</td>
</tr>
<tr>
<td>Prognostic tracers</td>
<td>TRACER, PTRAC</td>
<td>Jöckel et al. (2008)</td>
</tr>
<tr>
<td>QBO nudging</td>
<td>QBO</td>
<td>Jöckel et al. (2006)</td>
</tr>
<tr>
<td>Radiation</td>
<td>RAD4ALL</td>
<td>see Jöckel et al. (2006)</td>
</tr>
<tr>
<td>Scavenging and cloud/precipitation chemistry</td>
<td>SCAV</td>
<td>Tost et al. (2006a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tost et al. (2007a)</td>
</tr>
<tr>
<td>Aerosol sedimentiation</td>
<td>SEDI</td>
<td>Kerkweg et al. (2006a)</td>
</tr>
<tr>
<td>Tropopause diagnostics</td>
<td>TROPO</td>
<td>Jöckel et al. (2006)</td>
</tr>
<tr>
<td>Diagnostic tools for the output</td>
<td>various submodels</td>
<td>P. Jöckel (unpublished)</td>
</tr>
</tbody>
</table>
Table 2. Convection schemes in the individual simulations.

<table>
<thead>
<tr>
<th>Simulation name</th>
<th>description and references</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Tiedtke (1989) with modifications of Nordeng (1994)</td>
</tr>
<tr>
<td>EC</td>
<td>IFS cycle 29r1b from the ECMWF (Bechtold et al., 2004)</td>
</tr>
<tr>
<td>EMA</td>
<td>Emanuel and Zivkovic-Rothman (1999)</td>
</tr>
<tr>
<td>B1</td>
<td>Bechtold et al. (2001)</td>
</tr>
</tbody>
</table>
Table 3. 4 month average of the upper tropospheric $^{222}\text{Rn}$ burden (in g) from the 500 hPa level to the tropopause and the fraction of the total radon burden (in %).

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Burden</th>
<th>Fraction of total burden above 500 hPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>34.8</td>
<td>16.7</td>
</tr>
<tr>
<td>EC</td>
<td>36.8</td>
<td>17.3</td>
</tr>
<tr>
<td>Ema</td>
<td>33.4</td>
<td>16.0</td>
</tr>
<tr>
<td>ZHW</td>
<td>34.7</td>
<td>16.5</td>
</tr>
<tr>
<td>B1</td>
<td>47.1</td>
<td>22.6</td>
</tr>
</tbody>
</table>
Table 4. 4 month average of the tropospheric O$_3$ burden (in Tg) from the surface to the tropopause.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Burden</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>331.7</td>
</tr>
<tr>
<td>EC</td>
<td>318.8</td>
</tr>
<tr>
<td>Ema</td>
<td>324.5</td>
</tr>
<tr>
<td>ZHW</td>
<td>328.6</td>
</tr>
<tr>
<td>B1</td>
<td>342.1</td>
</tr>
</tbody>
</table>
Fig. 1. 4 months average (September–December 2005) of the zonal averaged convective updraft mass fluxes (a–e) in g/(m² s) and average vertical profile (f). The green line denotes the tropopause and the grey shaded area the zonal mean orography.
Fig. 2. 4 months average of the zonal mean H$_2$O in nmol/mol (a), and the average vertical profile (nmol/mol) in the five simulations (b). Panels (c) to (f) show the relative differences (in %) with Tiedtke as reference: $((X-T1)/T1\cdot100)$. The black line denotes the tropopause and the grey shaded area the zonal mean orography.
Fig. 3. 4 month average of the zonal mean $^{222}$Rn (in nmol/mol) (a), and the average vertical profile (nmol/mol) in the five simulations (b). Panels (c) to (f) depict the relative differences (in %) with Tiedtke as the reference: $((X-T1)/T1\times100)$. The black line denotes the tropopause and the grey shaded area the zonal mean orography.
Fig. 4. 4 months average of the zonal mean CO (in nmol/mol) (a), and the average vertical profile (nmol/mol) in the five simulations (b). Panels (c) to (f) depict the relative differences (in %) with Tiedtke as the reference: \( ((X – T1)/T1) \times 100 \). The black line denotes the tropopause and the grey shaded area the zonal mean orography.
Fig. 5. 4 month average of the zonal mean HCHO (in nmol/mol) (a), and the average vertical profile (in nmol/mol) in the five simulations (b). Panels (c) to (f) depict the relative differences (in %) with Tiedtke as the reference: \((X - T_1)/T_1 \times 100\). The black line denotes the tropopause and the grey shaded area the zonal mean orography.
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Fig. 6. 4 month average of the zonal mean HNO$_3$ (in nmol/mol) (a), and the average vertical profile (in nmol/mol) in the five simulations (b). Panels (c) to (f) depict the relative differences (in %) with Tiedtke as the reference: ($(X - T) / T \times 100$). The black line denotes the tropopause and the grey shaded area the zonal mean orography.
Fig. 7. 4 months average of the zonal mean $O_3$ (in nmol/mol) (a), and the average vertical profile (in nmol/mol) in the five simulations (b). Panels (c) to (f)) depict the relative differences (in %) with Tiedtke as the reference: $((X-T_1)/T_1 \times 100)$. The black line denotes the tropopause and the grey shaded area the zonal mean orography.
Fig. 8. Accumulated zonally averaged nitrate (a) and sulphate (b) wet deposition flux (each in mg N or S per m$^2$) at the surface. The different colours denote the different simulations.