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Abstract

The response of atmospheric carbon dioxide to a given amount of surface flux is inversely proportional to the depth of the boundary layer. Overshooting thermals that entrain free tropospheric air down into the boundary layer modify the characteristics and depth of the lower layer through the insertion of energy and mass. This alters the surface energy budget by changing the Bowen ratio and thereby altering the vegetative response and the surface boundary conditions. Although overshooting thermals are important in the physical world, their effects are unresolved in most regional models. A parameterization to include the effects of boundary layer entrainment was introduced into a coupled ecosystem-atmosphere model (SiB-RAMS). The parameterization is based on a downward heat flux at the top of the boundary layer that is proportional to the heat flux at the surface. Results with the parameterization show that the boundary layer simulated is deeper, warmer, and drier than when the parameterization is turned off. These results alter the vegetative stress factors thereby changing the carbon flux from the surface. The combination of this and the deeper boundary layer change the concentration of carbon dioxide in the boundary layer.

1 Introduction

The planetary boundary layer (PBL) is the layer of the atmosphere that is closest to the Earth’s surface. It feels the effects of the surface through turbulent motions within the boundary layer, which work to mix the entire layer so that the characteristics of the PBL, such as the potential temperature, mixing ratio, wind speed, concentrations of trace gases, etc. are relatively homogeneous. The depth of the PBL ($Z_i$) is thus important for determining the concentrations of trace gases within the layer and the exchange of the variables energy, water, momentum, and trace gases between the surface and the free atmosphere, making it a significant factor in studies of pollution, heat island effects, the general circulation and many other problems of meteorology.
In particular, the planetary boundary layer depth is important for carbon budget studies. Carbon dioxide (CO₂) is released and absorbed by land ecosystems on a daily and seasonal basis. The amount of uptake and release of carbon by plants is diluted through the volume of the boundary layer so that the concentration of carbon dioxide within the boundary layer is dependent upon the PBL height.

Atmospheric inversions are a useful method for estimating surface sources and sinks of CO₂ (e.g. Gurney et al., 2002; Gerbig et al., 2003a; Zupanski et al., 2007). Downstream tracer concentrations are compared to observations and used to optimize prior upstream sources and sinks (Gerbig et al., 2003b; Zupanski et al., 2007). In this manner, model fluxes of CO₂ are corrected with observations. The sensitivity of tracer concentrations to surface fluxes is inversely proportional to the depth of the boundary layer, so errors in \( Z \) translate linearly to errors in retrieved fluxes (Denning et al., 1995, 1996b, 1999, 2008; Zhang, 2002; Gerbig et al., 2003a). These errors can lead to the inaccurate estimation of carbon sources and sinks.

During the daytime, in the clear atmosphere, the surface heats up through absorption of solar radiation producing a statically unstable temperature profile. This warm surface air is positively buoyant and rises through the mixed layer in warm air plumes or thermals. Due to their momentum, rising thermals overshoot their neutral level and continue into the overlying inversion layer, becoming negatively buoyant. These thermals fall back down into the mixed layer, bringing with them warm, dry free tropospheric air that is then entrained into the boundary layer by turbulent eddies (Stull, 1976, 1988; Sullivan et al., 1998).

Entrainment causes the boundary layer to grow through the insertion of energy through heat transport and mass from the free troposphere (Sullivan et al., 1998). Through the same process, turbulent kinetic energy (TKE, defined as \( \frac{1}{2}(u'^2+v'^2+w'^2) \) where \( u, v, \) and \( w \) are the horizontal and vertical components of the wind and overbars and primes indicate the mean and departures from that mean respectively) is exported into the overlying inversion, making it turbulent and thus directly a part of the plane-
tary boundary layer. The mixing process of boundary and inversion layers also blends characteristics of the free troposphere and boundary layer, modifying such variables as wind speed and concentrations of trace gases like CO$_2$ (Stull, 1976).

The boundary layer is the volume through which surface CO$_2$ exchange occurs. As this layer deepens, the effect of carbon assimilation is diluted through a greater volume. This means that for equal rates of assimilation, a deeper boundary layer exhibits a smaller decrease in the concentration of carbon. The temperature and humidity conditions of the boundary layer not only affect the energy budget of the layer, but also the physiological state of the vegetation. As temperatures increase and humidity decreases, the plants can begin to show signs of stress. This decreases the assimilation of carbon and higher soil temperatures increase heterotrophic respiration. All of these effects combine to modify CO$_2$ concentrations near the surface. The importance of including the effects of overshooting thermals in modeling studies thus becomes apparent if the concentration of carbon in the boundary layer or the behavior of the surface vegetation is vital to the study.

Mesoscale meteorological modeling usually uses a resolution too coarse to resolve the overshooting thermals and thus does not capture the entrainment process at the top of the boundary layer (Ayotte et al., 1996; Gerbig et al., 2003a); consequently, these models cannot accurately describe the convective boundary layer (André et al., 1978). The horizontal scale of boundary layer thermals is about 1.5* $Z_i$ or on the scale of 100 m to 2 km (Stull, 1988). According to Pielke (1991), at least four grid increments are required to represent an atmospheric feature reasonably. This means that, at best, the horizontal grid increment of the mesoscale model would need to be 500 m and sometimes as fine as 25 m. Currently, model simulations with this resolution are too computationally expensive for large model domains and over long periods of time and cannot be done to fully resolve boundary layer thermals.

Since one of the most important roles of any model is to represent entrainment (Ayotte et al., 1996), several attempts have been made to understand entrainment better through large eddy simulations (LES) (Sullivan et al., 1998; Stevens and Bretherton,
1999) and through laboratory experiments (Sayler and Breidenthal, 1998). These studies conclude that overshooting thermals play a crucial role in entrainment mechanics and that the strength of entrainment varies with atmospheric conditions. Unfortunately, atmospheric observations of entrainment rates are difficult because of mesoscale variations and coupling between physical processes (Sullivan et al., 1998).

In the current formulation of the Brazilian version of the Regional Atmospheric Modeling System (BRAMS) version 2.0, there is no parameterization to account for entrainment at the top of the boundary layer (Freitas et al., 2006). The boundary layer depth is diagnosed from the virtual potential temperature profile by finding the lowest layer where the virtual potential temperature profile increases by a specified amount (0.5 K in these simulations), indicating the capping inversion.

In RAMS, the vertical eddy diffusivities for momentum, heat, and TKE are inversely proportional to the vertical gradient of potential temperature through an equation for the turbulent length scale for stable conditions by André et al. (1978). They admit that this parameterization is crude and not elaborate enough to describe the turbulence in a strongly thermally stratified environment. As the stratification increases, the turbulent length scale and the vertical eddy diffusivities decrease, increasing the TKE eddy dissipation term, and can do so enough to prevent vertical mixing. The temperature inversion at the top of the boundary layer can then act similar to a material surface and retard the exchange of energy and mass that occurs in the physical world. If the simulated boundary layer is too cold and too moist with a shallow boundary layer when compared to observations, an entrainment parameterization to include the effects of overshooting thermals will produce better results.

This paper discusses the implementation of an entrainment parameterization into BRAMS based on a closure assumption for the heat flux at the base of the capping inversion that warms, dries, and increases the depth of the boundary layer. The parameterization includes a tunable coefficient that is allowed to vary in the different simulations, and comparisons are presented that show the effects of changing this coefficient. Section 2 is a description of the model setup. Section 3 discusses the parameterization
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2 Model setup

The parameterization has been implemented in a modified form of RAMS version 5.04 called BRAMS version 2.0. The major differences between RAMS and BRAMS are the implementation of the Grell convection scheme and the shallow convection scheme (Walko et al., 2002). The surface model used is the third version of the Simple Biosphere Model (SiB3), initially developed by Sellers et al. (1986). The coupling of the surface model and atmospheric model is called SiB-RAMS (Denning et al., 2003; Nicholls et al., 2004; Wang et al., 2007; Corbin et al., 2008).

RAMS was initially developed at Colorado State University as a non-hydrostatic three-dimensional model in order to study mesoscale and cloud-scale phenomena (Pielke, 1974; Tripoli and Cotton, 1982; Pielke et al., 1992; Cotton et al., 2003). It includes time-dependent equations for velocity, ice-liquid water potential temperature, total water mixing ratio and diagnostic formulations of potential temperature and vapor mixing ratio (Denning, et al., 2003) on either a terrain-following $\sigma_z$ coordinate system or the Adaptive Aperature (ADAP) coordinate system. The ADAP coordinate is a fully Cartesian grid in which the grid cells are allowed to intersect the topography and allows partial grid cells along the topography (Walko et al., 2002). The terrain-following coordinate system is used in the simulations discussed in this paper, but the implemented parameterization accommodates both systems.

The lowest vertical level of RAMS, called the reference level, provides temperature, vapor pressure, wind velocity, pressure, precipitation, and CO$_2$ concentrations as upper boundary conditions to SiB3. The RAMS model also provides the direct and diffuse components of short wave and near infrared radiation incident at the surface through its radiation scheme (Harrington 1997). These input variables to SiB3 are updated itself and its implementation into RAMS. Results of model simulations using the parameterization are given in Sect. 4. A conclusion and direction for future work is presented in Sect. 5.
every model timestep. In return, SiB3 produces surface latent and sensible heat fluxes 
\( \overline{w' \theta_v'} |_s \) and \( \overline{w' r_v'} |_s \) where \( \theta_v \) and \( r_v \) are the virtual potential temperature and mixing ratio respectively and \( s \) represents the surface), vertical fluxes of carbon dioxide at the surface \( \overline{w' C'} |_s \) where \( C \) is the CO\(_2\) concentration), momentum fluxes \( \overline{u' w'} |_s \), and upward long- and short-wave radiation. These variables are then inputs to RAMS at the reference level (Denning, et al., 2003) and serve as a lower boundary condition.

The turbulence closure option used during these simulations was the Mellor and Yamada (1982) scheme for vertical diffusion. Mellor and Yamada is a local option that employs a prognostic turbulent kinetic energy. The Smagorinsky (1963) scheme uses a deformation-based mixing coefficient and was used for horizontal diffusion. This option can be used for mesoscale simulations when turbulent boundary layer eddies cannot be resolved (Nicholls et al., 2004).

Plant and plant photosynthesis are parameterized in the SiB model in an attempt to mimic the real world. SiB is a land-surface parameterization used to compute biophysical exchanges in climate models (Sellers et al., 1986), but also includes ecosystem metabolism (Sellers et al., 1996; Denning et al., 1996a). The photosynthesis parameterization was originally developed by Farquhar et al. (1980).

The parameterization assumes the leaf assimilation rate is the minimum of three limiting rates (Collatz et al., 1991, 1992). These are: (1) efficiency of the photosynthetic enzyme system (Rubisco limited), (2) amount of photosynthetically active radiation (PAR) captured by leaf chlorophyll (light limited), and (3) capacity of the leaf to export or utilize the products of photosynthesis (for C3 plants) and PEP-Carboxylase limitation (for C4 plants). The first and third limiting rates are functions of the canopy temperature and root zone soil wetness. Photosynthesis also depends upon the CO\(_2\) concentration within the leaf and the relative humidity at the leaf surface through the leaf conductance. The leaf conductance is directly proportional to the relative humidity and inversely proportional to the CO\(_2\) concentration and can be thought of as how open are the stomata. The larger the leaf conductance is allowed to become, the more carbon is assimilated by the leaf and the greater the rate of photosynthesis (Sellers et
This parameterization of plant photosynthesis in the model controls how the surface characteristics are altered by the entrainment parameterization that is the topic of this paper.

A single grid was used on a domain of 200×200 km with 25 individual grid cells (5×5) with a size of 40×40 km each, centered at 45° N and 90° W. This grid spacing allows the resolution of mesoscale features, but is much too coarse to resolve the individual thermals that entrain free atmospheric air into the boundary layer. Forty-two vertical grid levels were used with the lowest level at about 30 m and extending up to a domain top of 4 km with a vertical grid stretch ratio of roughly 1.1. Additional levels were included between 1500 m and 2200 m to produce an average layer depth of about 70 m. This was done to increase vertical resolution near a common boundary layer depth in order to resolve variations in the effects of the parameterization due to varying values of the tunable parameter.

Cyclic boundary conditions were used to isolate local processes that control PBL depth. Since the domain was periodic, large-scale advective influences were not included. The domain characteristics were horizontally homogeneous so that there were no influences from surface heterogeneity and no weather systems were allowed to advect into the domain. The only acting forces were those associated with the diurnal cycle and the parameterization itself. This setup also allowed the runs to be computationally inexpensive and quick to run. The simulation was allowed to run for 72 h. The emphasis of this setup was to produce a simplified and idealized case in order to isolate the effects of the entrainment parameterization. It therefore does not resemble any particular event and model responses should be considered in this context.

The vertical profiles of pressure, temperature, humidity, and wind velocity were initialized horizontally homogeneously from a relatively cool August sounding, typical of Green Bay, Wisconsin at 44.48° N and 88.13° W with winds predominately out of the west and northwest. The topography was defined as flat and at sea level everywhere in the domain, removing any effects of terrain on boundary layer depth or growth. Similarly, the vegetation, soil textural class, fraction of photosynthetically active radiation
(FPAR), and leaf area index (LAI) were all prescribed as horizontally homogeneous. The vegetation type was C3 tall broadleaf and needleleaf trees while the soil type was loam. The default FPAR and LAI used were 0.93 and 6.2, respectively. In order to isolate the effects of dry convection, all water present in the model had to remain as water vapor, even if supersaturation occurred, in order to prevent the formation of clouds and precipitation. Clouds would have inhibited convective growth of the boundary layer.

3 Entrainment parameterization and implementation

The temperature profile in the well-mixed boundary layer can be assumed constant in time \[ \frac{\partial}{\partial t} \left( \frac{\partial \theta_v}{\partial z} \right) = 0 \] where \( t \) is time and \( z \) is the vertical direction as the boundary layer warms because of the turbulent mixing throughout that layer, assuming radiative heating is independent of height. This implies that the heat flux throughout the boundary layer is linear with height, otherwise part of the layer would change temperature at a different rate from another part, and the temperature profile would not be constant in time and the layer would no longer be well-mixed. At the inversion interface, overshooting thermals inject cool, moist, CO\(_2\)-depleted turbulent boundary layer air into the overlying inversion and entrain warm, CO\(_2\)-rich free tropospheric air downward creating negative heat and carbon fluxes in the region of overshoot. Since the mixed layer is heated both from the surface due to solar heating and from the top of the boundary layer by entrainment, the profile of heat flux throughout the boundary layer is linear (Stull, 1976). Above the inversion, the perturbation vertical velocity is assumed zero, implying the heat flux is also zero.

This implies that the negative heat flux at the base of the capping inversion \( (w'\theta_v' \mid_{zi}) \) is linearly proportional to the heat flux at the surface, leading to the closure assumption for the heat flux at the top of the boundary layer:

\[
(w'\theta_v' \mid_{zi}) = -\alpha (w'\theta_v' \mid_s)
\]  

(1)
where $\alpha$ is the proportionality constant (Stull, 1988). Estimates of $\alpha$ from experimentation and theory range anywhere from zero to one with most published values being between 0.1 and 0.3 (e.g. Betts, 1973; Carson, 1973; Deardorff, 1974; Rayment and Readings, 1974; Willis and Deardorff, 1974; Stull, 1976; Davis et al., 1997; Sullivan et al., 1998; Yi et al., 2001).

This assumption was used to include a heat flux and a flux of other variables such as wind velocity and carbon dioxide concentration from overshooting thermals to alter the temperature, water vapor mixing ratio, winds, and CO$_2$ mixing ratios of the boundary layer and the lowest layer of the inversion. The heat flux can be used to define a time rate of change of potential temperature for the layers just above and just below the base of the inversion:

$$\frac{\partial \theta}{\partial t} = \frac{\alpha w' \theta_v' |_{s}}{\Delta z}.$$

(2)

where $\Delta z$ is the thickness of the layer. Through this heating at the top of the boundary layer, the whole mixed layer warms through turbulent mixing whereas the inversion layer cools. This process weakens the capping inversion and makes it easier for the boundary layer to grow.

The heat flux across the capping inversion can be used to define a mass flux representative of the amount of mixing between the layers surrounding the interface between the boundary layer and the capping inversion required to produce these temperature changes. This mass flux is given by:

$$M = \frac{\rho \alpha w' \theta_v' |_{s}}{\Delta \theta_v}.$$

(3)

where $\rho$ is the density of the air and is computed from the total Exner function and ice-liquid potential temperature prognosed by RAMS (Medvigy et al., 2005). This gives the mass flux the units of kg m$^{-2}$ s$^{-1}$. When multiplied by the specific humidity of the
layer, $q_v$, this becomes a mass flux of water vapor. This can be used to find a time rate of change of the mixing ratio for the layers above and below the interface given by:

$$\frac{\partial r_v}{\partial t} = -\frac{\alpha q_v \rho w' \theta_v'}{\Delta \theta_v \rho_{dry} \Delta z}$$

(4)

where $\rho_{dry}$ is the density of the dry air. This induces a drying of the whole boundary layer through turbulent mixing and a moistening of the capping inversion.

This same mass flux can be used to define time rates of change of the different components of the wind vector, $TKE$, and CO$_2$ concentration given in the equations below.

$$\frac{\partial u_i}{\partial t} = \frac{u_i \alpha w' \theta_v'}{\Delta \theta_v \Delta z}$$

(5)

$$\frac{\partial w}{\partial t} = -\frac{w \alpha w' \theta_v'}{\Delta \theta_v \Delta z}$$

(6)

$$\frac{\partial TKE}{\partial t} = -\frac{TKE \alpha w' \theta_v'}{\Delta \theta_v \Delta z}$$

(7)

$$\frac{\partial C}{\partial t} = \frac{C \alpha w' \theta_v'}{\Delta \theta_v \Delta z}$$

(8)

In these equations, $u_i$ represents the two components of the horizontal wind vector. These equations represent the mixing across the overlying capping inversion and introduce negative fluxes of horizontal momentum and CO$_2$ concentration and positive vertical fluxes of vertical velocity and TKE.

Equations (2), (4), (5), (6), (7), and (8) are included in a parameterization within the shallow cumulus convection parameterization unique to BRAMS (Walko et al., 2002;
The boundary layer height is diagnosed from the virtual potential temperature profile as the height where the temperature increases by 0.5 K, defining the capping inversion. After the PBL height is determined by this method, the temperature, mixing ratio, wind velocity, $TKE$, and carbon dioxide concentration tendencies for the layers above and below $Z_i$ are altered by the above equations. Before the end of the timestep, the seven variables are updated by their respective tendency arrays.

4 Results

4.1 Physical effects

Inclusion of a parameterization for boundary layer entrainment due to overshooting thermals results in a deeper boundary layer as is evident in Fig. 1. The greater depth is a product of the input of heat energy from the overlying inversion and the upward transport of turbulent kinetic energy, physically incorporating the lowest levels of the inversion into the boundary layer. The modeled boundary layer is allowed to grow as long as the surface sensible heat flux is positive. Once it becomes negative, an inversion is formed and the boundary layer collapses. The discretized nature of the model does not allow the boundary layer to grow in a smooth way as it would in the physical world. $Z_i$ is limited by the predetermined model levels and can only change when enough energy is present to move from one level to the next.

Figure 2 shows the vertical profile of potential temperature at 17:00 UTC (12:00 LT) on the first full day of simulation. Throughout the depth of the boundary layer, the entraining case is warmer than the control case by a few degrees. In the middle of the layer, the entraining case is 3.5 K warmer for an increase of just over 1%. However, the inversion is slightly cooler in the entraining case, almost 0.3% (0.84 K) cooler. The combination of a warmer mixed layer and a weaker capping inversion means that it is easier for overshooting thermals to break through the inversion and grow the boundary layer through entrainment. In addition, since the boundary layer is warmer, less surface
heating is required to erode the inversion and grow the boundary layer. Turbulent 
mixing within the boundary layer distributes this warming throughout its depth.

The stronger TKE in the entraining case produces a better-mixed, closer to adiabatic 
thermal profile. Overall, the impact of the parameterization on the potential temperature 
increases the depth of the boundary layer.

The water vapor mixing ratio profile is also modified by the parameterization (Fig. 3). In both the entraining and control cases, the highest mixing ratios are located at the surface, 
a result of the source of water from evaporation and transpiration being located at the surface, and gradually decrease to the top of the boundary layer where there is a sharp gradient transitioning into the much drier overlying air. The upward transport of moisture, carried by the overshooting thermals, results in a drier boundary layer and a moister inversion layer in the entraining case. The change in water vapor mixing ratio in the middle of the boundary layer is about 0.66% (0.07 g kg\(^{-1}\)) decrease in the entraining case, but the greater moisture content in the overlying inversion is slightly over 17% (1.4 g kg\(^{-1}\)) due to the low water content and shallow depth of the inversion layer. Since water vapor present in an air mass decreases the density of that air mass, the overall effect of upward advection of water vapor is to decrease the ability of thermals to penetrate the inversion and make it harder for the well-mixed layer to erode the inversion. This inhibits boundary layer growth through a reduction in the positive buoyancy of thermals originating from the surface and favors a shallower boundary layer.

The effects of the parameterization on the potential temperature and the water vapor 
mixing ratio act in opposite directions. In order to understand the combined effect, the 
profile of the virtual potential temperature must be examined. Virtual potential temperature 
can be related to potential temperature and water vapor mixing ratio through the 
equation:

\[
\theta_v = \theta (1 + 0.61 r_v).
\]

As \(r_v\) and \(\theta\) increase, so does the virtual potential temperature. Since the virtual po-
tential temperature is used to determine the top of the boundary layer and includes the
effects of both potential temperature and water vapor mixing ratio, it is a direct way of determining which effect dominates.

Figure 4 shows the profile of the virtual potential temperature. The boundary layer is warmer in the entraining case and the middle of the layer is warmer by about a quarter of a percent (0.77 K). In the inversion layer, the entraining case is still cooler than the control case by about 0.14% (0.4 K). Although the effects of vertical moisture advection oppose those of temperature, the temperature effects dominate and the overall result is a vertical potential temperature profile that is less inhibitive to boundary layer growth after the influence of overshooting thermals is considered.

Surface variables are also affected by overshooting thermals through the mixing of boundary layer characteristics throughout the depth of the boundary layer by eddies and their associated \( TKE \). Modification of surface variables is important when comparing the model results to observations. Figure 5 shows the temporal evolution of potential temperature in the lowest atmospheric model level. The entraining case has warmer temperatures than the control case throughout the simulation. The differences increase with time such that on the third day of simulation, the daytime entraining case’s potential temperature is 1.5 K warmer than the control case.

At night, the entraining case is much warmer than the control case, by as much as 6 K toward the end of the simulation. This is due, in part, to the heat capacity of the atmosphere. The daytime temperature is warmer in the entraining case and so it does not cool off as quickly resulting in a warmer nighttime temperature. A more significant cause of the warm nighttime temperatures is that the nocturnal inversion is not as strong in the entraining case. The nighttime \( TKE \) is stronger near the surface (not shown) producing a weaker nocturnal capping inversion. The weaker capping inversion allows more mixing between the surface air and the overlying residual layer. The consequence of increased mixing is that the radiatively cooled surface air is mixed with warmer overlying air and thus remains warmer.

Figure 6 shows the effects of overshooting thermals on the horizontal wind velocity near the surface. Momentum from the free troposphere is mixed downward by the over-
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The temporal evolution of sensible and latent heat fluxes from the canopy air space (CAS) into the boundary layer is shown in Fig. 7a and 7b respectively. The daytime sensible heat flux is smaller in the entraining case because the boundary layer is warmer in this case. Sensible heat flux is proportional to the gradient in temperature between the CAS and the boundary layer so if that gradient is weakened through warming of the boundary layer, the heat flux is lessened. On the third day of simulation, the sensible heat flux of the control case is \( 20 \text{ W m}^{-2} \) stronger. This produces a change of about 7% in the sensible heat flux resulting from the entrainment parameterization. Since the parameterization is proportional to the surface heat flux, reducing this flux reduces the effects of the thermals. Conversely, the sensible heat flux at night is more strongly negative in the entraining case. The surface cools off, but the atmosphere remains warm so that the gradient in temperature is greater in the entraining case. Because the sensible heat flux is more strongly negative at night, more solar heating is required during the day to produce a positive sensible heat flux.

As was the case for potential temperature and water vapor mixing ratio, the response of sensible and latent heat fluxes to entrainment is opposed. The drier boundary layer means that the gradient in water vapor mixing ratio between the boundary layer and the CAS is stronger in the entraining case. The drier boundary layer persists throughout the diurnal cycle inducing a larger positive latent heat flux during the day and a smaller negative flux at night. As temperatures increase in the model atmosphere, the relative humidity decreases and the relative humidity gradient between the boundary layer and the CAS becomes even larger inducing an even stronger latent heat flux. A larger latent heat flux contributes to a larger total heat flux. The larger heat flux then contributes to a
larger impact of the parameterization on the heat flux at the top of the boundary layer. At the peak of latent heat flux on the third day of simulation, the entraining case’s latent heat flux is 15 W m\(^{-2}\) greater for a change of about 6%. The additional moisture from the surface source is then mixed upward by turbulent eddies to moisten the depth of the boundary layer. Although the sensible and latent heat fluxes oppose each other, the total buoyancy heat flux (not shown) is smaller in the entraining case than the control case.

4.2 Physiological effects

The physical modifications to the boundary layer directly impact the vegetation at the surface. The energy budget of the vegetated land surface partitions net downward radiation into turbulent fluxes of heat and moisture that warm and moisten the atmosphere, plus a smaller heat flux into the soil. The Bowen ratio of sensible to latent heat fluxes is determined by the conductance of plant stomata, which is actively controlled as an evolved response by plants to maximize CO\(_2\) uptake by photosynthesis while minimizing water loss (Ball et al., 1987; Collatz et al., 1991; Bonan et al., 2002). Stomatal conductance (and hence transpiration) is generally greatest when photosynthetic carbon uptake is greatest, the air is nearly saturated with respect to water vapor, and the temperature moderate. The drying influence of entrainment can produce a humidity stress on the plants so that they close their stomata, causing a response in transpiration, the surface energy budget, and photosynthetic rates (Davis et al., 1997).

Stomatal conductance and photosynthesis were calculated iteratively according to enzyme kinetics, diffusion of CO\(_2\) and water vapor, and the Ball-Berry equation (Collatz et al, 1991). Stomatal conductance is directly proportional to the relative humidity at the leaf surface (inside the laminar boundary layer surrounding the leaf), and is adjusted downward by multiplying by nondimensional “stress factors” to account for non-optimal temperatures or insufficient soil moisture (Sellers et al, 1996) (Fig. 8).

Simulated stomatal conductance (Fig. 9) was reduced during the hottest part of each day due to a combination of slightly reduced humidity and high-temperature stress. En-
training of dry air into the boundary layer by overshooting thermals is communicated through turbulent mixing, leading to a slightly warmer and drier stomatal microenvironment, and therefore reduced stomatal conductance. Note that despite the slight reduction in stomatal conductance, the simulated sensible heat flux was suppressed and latent heat flux was enhanced in the entraining case due to stronger gradients in the surface layer (Fig. 7).

Figure 10 shows the impact of the vegetative stress on the net ecosystem exchange (NEE) of CO$_2$ and its components. In the morning, warmer temperatures cause the entraining case to have very slightly enhanced uptake of carbon. High-temperature stress and low humidity at mid-day produces less uptake, taking up 1.3 $\mu$mol m$^{-2}$ s$^{-1}$ less carbon by the third day. The NEE at night is very similar between the entraining and control cases with slightly greater respiration in the entraining case due to the warmer surface temperature. Ground respiration is a function of the surface soil temperature and varies with the diurnal cycle of temperature (Fig. 10b). Since the entraining case is warmer throughout the simulation, the ground respiration is larger and more carbon is released into the atmosphere from soil decomposition. Warmer and drier air at mid-day suppresses photosynthetic assimilation (Fig. 10c). The entraining thermals in the simulation thus act indirectly on both components of the net CO$_2$ exchange to suppress the drawdown of CO$_2$ from the PBL through their effects on temperature and moisture.

The overall impact of simulated entrainment on CO$_2$ in the PBL reflects the modified NEE as well as dilution through the deeper mixed layer and enhanced mixing through the PBL top. Figure 11 shows only the daytime concentration of CO$_2$ since this study is not concerned with nighttime values. During the day, negative NEE draws down the CO$_2$ concentration. The daily minimum in CO$_2$ concentration occurs near sunset, just as the vegetation stops removing carbon from the atmosphere.

CO$_2$ concentrations in the entraining case are higher than the control due to both the reduced assimilation and the depth of the boundary layer. As the boundary layer grows, a greater volume of the atmosphere is in contact with the surface. Removal of a given amount of carbon reduces the CO$_2$ concentration less when the carbon is
removed from the greater volume. A deeper boundary layer consequently results in higher carbon dioxide concentrations within the boundary layer.

4.3 Parameterization effects

The previous results were obtained by setting the tunable parameter, $\alpha$, to 0.20, indicating that the entrainment heat flux at the top of the boundary layer was assumed to be 20% of the surface heat flux. The following discussion determines the sensitivity of the system to varying strengths of the parameterization by using values of $\alpha$ between 0.0 and 0.5.

Figure 12 illustrates how mid-day potential temperature (Fig. 12a), water vapor mixing ratio (Fig. 12b), $Z_i$ (Fig. 12c), and CO$_2$ concentration (Fig. 12d) in the lowest atmospheric model level on the second day of simulation vary as functions of $\alpha$. The potential temperature linearly increases with $\alpha$, with a correlation coefficient of 0.9944. Neglecting entrainment can result in boundary layer temperature errors that can also affect the assimilation of carbon by plants.

The water vapor mixing ratio linearly decreases for $\alpha$ greater than 0.10. As $\alpha$ increases, overshooting thermals remove water from the boundary layer and transfer it to the overlying inversion. The water vapor flux has a minimum at $\alpha=0.05$ and increases up to $\alpha=0.10$. As the boundary layer dries, the moisture gradient between the CAS and the boundary layer increases, producing a greater latent heat flux. The latent heat flux moistens the boundary layer, acting contrary to the overshooting thermals. A contributing factor to this process is that the simulation is idealized and no new air is allowed to advect into the domain to reduce the amount of latent heat flux at the surface. The correlation coefficient between $\alpha$ and the water vapor mixing ratio is $-0.59$ and is significant at the 95% level for the range of $\alpha$ shown.

The boundary layer height is dependent upon the vertical grid spacing. Energy is needed for $Z_i$ to jump from one level to the next, and greater vertical resolution requires less energy to make a jump, but each jump is smaller. $Z_i$ monotonically increases with $\alpha$ and does so with a correlation coefficient of 0.96. The boundary layer depth at this
time behaves linearly with the strength of the entrainment heat flux.

Figure 12d shows how CO$_2$ concentration varies as a function of $\alpha$. As $\alpha$ increases, so also does the concentration of CO$_2$ in the lowest model level. This can be attributed to deeper boundary layers diluting the effect of photosynthetic uptake and increased vegetative stress associated with the warmer and drier conditions of an entrainment heat flux. The correlation coefficient between CO$_2$ concentration and $\alpha$ is near unity and the increasing trend exceeds the 99.99% confidence level. With a regression coefficient of near 14.6, the amount of variability of CO$_2$ concentration with $\alpha$ is alarming for inversion studies that depend upon accurate modeled surface concentrations. Between $\alpha=0.0$ and $\alpha=0.20$, the concentration of carbon dioxide increases nearly 5 ppmv for a change of 1.35%.

5 Conclusions and future work

The effects of overshooting thermals are essential to studies of the carbon budget using modeling. This experiment seeks to parameterize these effects that are too fine for the grid spacing of mesoscale meteorological models to resolve. These thermals warm and dry the boundary layer through entrainment of free tropospheric air and mix wind velocities, $TKE$, and CO$_2$ concentrations. The addition of mass to the boundary layer also allows it to grow. This process weakens the capping inversion and reduces the amount of energy needed within the boundary layer for it to grow further. The increased PBL depth means that the remaining uptake of carbon is diluted through a deeper layer, increasing carbon concentrations. The mass and heat fluxes associated with overshooting thermals affect the atmospheric conditions to which the underlying vegetation respond. The altered response, in turn, affects the photosynthetic uptake of carbon thereby increasing the daytime CO$_2$ concentration even further. Since most observations are performed within the boundary layer, neglect of this process produces a model-observation mismatch and introduces errors into the assumed distribution of sources and sinks.
With this end in mind, the parameterization added to SiB-RAMS introduces a negative sensible heat flux and a positive water vapor flux at the top of the boundary layer and mixes the other variables. This parameterization includes a tunable parameter, $\alpha$, that is equal to the negative of the ratio of the entrainment heat flux at the top of the boundary layer to the surface heat flux. The parameterization does induce a warmer, drier boundary layer that affects such characteristics as sensible and latent heat fluxes, wind velocity, and carbon dioxide concentration.

Future work will focus on evaluation of the entrainment parameterization for real cases, estimation of the entrainment parameter $\alpha$, and application to CO$_2$ source/sink estimation.
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Fig. 1. Temporal evolution of the boundary layer height for the entraining and control cases.
Fig. 2. Profile of potential temperature for both the entraining and control cases on 20 August 2004 at 12 pm LT.
**Fig. 3.** Profile of water vapor mixing ratio for both the entraining and control cases on 20 August 2004 at 12 pm LT.
Fig. 4. Profile of virtual potential temperature for both the entraining and control cases on 20 August 2004 at 12 pm LT.
Fig. 5. Temporal evolution of potential temperature in the lowest atmospheric model level for the entraining and control cases.
Fig. 6. Temporal evolution of the zonal (a) and meridional (b) winds in the lowest atmospheric model level for the entraining and control cases.
Fig. 7. Temporal evolution of the sensible (a) and latent (b) heat fluxes in the lowest atmospheric model level for the entraining and control cases.
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Fig. 8. Temporal evolution of vegetative stress factors for the entraining and control cases. (a) Humidity stress (b) Temperature stress.
Fig. 9. Temporal evolution of conductance for both the entraining and control cases.
Fig. 10. Temporal evolution of NEE (a), ground respiration (b), and canopy net assimilation (c) for the entraining and control cases.
Fig. 11. Temporal evolution of carbon dioxide concentration in the lowest atmospheric model level for the entraining and control cases.
Fig. 12. Sensitivity of potential temperature (a), water vapor mixing ratio (b), PBL depth (c), and CO$_2$ concentration (d) in the lowest model level to $\alpha$. Values taken from 12:00 LT on the second day of simulation.