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Abstract

This paper analyzes the effects of the solar rotational (27-day) irradiance variations on the chemical composition and temperature of the stratosphere, mesosphere and lower thermosphere as simulated by the three-dimensional chemistry-climate model HAMMONIA. Different methods are used to analyze the model results, including high resolution spectral and cross-spectral techniques. Shortcomings of the frequently applied correlation (regression) method are revealed. To force the simulations, an idealized irradiance variation with a constant period of 27 days (apparent solar rotation period) and with constant amplitude is used. While the calculated thermal and chemical responses are very distinct and permanent in the upper atmosphere, the responses in the stratosphere and mesosphere vary considerably in time despite the constant forcing. The responses produced by the model exhibit a non-linear behavior. In general, the response sensitivities decrease with increasing amplitude of the forcing. In the extratropics the responses are, in general, seasonally dependent with frequently stronger sensitivities in winter than in summer. Amplitude and phase lag of the ozone response in the tropical stratosphere and lower mesosphere are in satisfactory agreement with available observations, while discrepancies between calculated and observed ozone responses become larger above ~75 km. The agreement between the calculated and observed temperature response is generally worse than in the case of ozone.

1 Introduction

The variation of solar radiation reaching the Earth atmosphere with a period of approximately 27 days is caused by the longitudinally inhomogeneous distribution of magnetic field structures on the surface of the rotating Sun. The magnitude of this variation is spectrally dependent and varies with time. It is typically one third of the variation observed over an 11-year solar cycle.

The tropospheric response to the 27-day variation of the Sun is very small and often
undetectable. However, a 27-day solar induced signal is clearly identifiable in the middle and upper atmosphere. The unambiguous identification of the response to solar variations on the 11-year and longer time scales requires the analysis of very long time-series. These are not easily available. Knowledge on amplitude and phase characteristics of the response of the atmospheric thermal structure and chemical composition to the 27-day solar forcing is easier to derive and is useful for better understanding atmospheric photochemical processes. Because the periods of the 27-solar variation and of its superharmonics are close to the typical periods of wave-like disturbances occurring in the middle atmosphere, the possible interaction of the solar and planetary wave signals is an interesting issue.

Effects of the 27-day solar cycle on temperature and chemical composition of the middle atmosphere were studied through analyses of space observations that mainly concentrated on ozone and temperature responses in low latitudes (e.g. Hood, 1984, 1986, 1987; Gille et al., 1984; Chandra, 1985; Keating et al., 1985, 1987; Eckman, 1986b; Hood and Cantrell, 1988; Hood et al., 1991; Chandra et al., 1994; Fleming et al., 1995; Zhou et al., 1997, 2000; Hood and Zhou, 1998; Ruzmaikin et al., 2007). Keckhut and Chanin (1992) analyzed Rayleigh lidar temperature data. To retrieve the 27-day signal in these atmospheric quantities, different methods were used: spectral analysis and filter techniques for the identification of 27-day signals, correlation and cross-spectral analysis for estimating the phase (time lag) of a signal relative to the solar radiation variations, averaging, spectral analysis, and linear regression analysis for estimating the amplitude and sensitivity of a response to changes in solar radiation.

Most observational studies show that the maximum sensitivity (and amplitude) of the tropical stratospheric ozone response occurs at about 40 km altitude. The maximum ozone response to a 1% change in solar radiation at the wavelength of 205 nm (i.e. the sensitivity) varies from 0.2 to 0.6% (Hood, 1984, 1986; Hood and Cantrell, 1988; Hood et al., 1991; Hood and Zhou, 1998, 1999; Zhou et al., 2000). The phase lag of the tropical stratospheric ozone response depends on altitude. Several studies suggest that ozone lags solar forcing by a few days at an altitude of 30 km, but leads the forcing...
by a few days at an altitude of 50 km (Keating et al., 1985, 1987; Eckman, 1986b; Hood, 1986, 1987; Hood and Cantrell, 1988; Fleming et al., 1995; Zhou et al., 1997; Hood and Zhou, 1998). Fewer studies are available for the mesosphere. However, most of them indicate that the sensitivity of the ozone response increases with height above 55–65 km altitude (Keating et al., 1985; Eckman et al., 1986b; Keating et al., 1987; Hood et al., 1991). At 65–75 km, the ozone response is approximately in opposite phase with the variations in solar irradiance (Keating et al., 1987; Hood et al., 1991; Chandra et al., 1994; Fleming et al., 1995).

Observations suggest that the maximum response of the tropical temperature to the 27-day solar variation occurs between 50 and 60 km (Hood, 1986, 1987; Hood and Cantrell, 1988; Keckhut and Chanin, 1992; Chen et al., 1997; Hood and Zhou, 1998), or even at about 70 km (Keating et al., 1987; Keckhut and Chanin, 1992). The maximum sensitivity of the upper stratospheric temperature response is of the order of 0.16 K per 1% change in solar radiation at 205 nm (Hood, 1986, 1987; Hood and Cantrell, 1988; Hood and Zhou, 1998). There are however significant differences between the phase lags of temperature responses derived from different data sets. The lag at the maximum response altitude varies from 4–7 days for Nimbus SAMS data (Hood, 1986, 1987; Hood and Cantrell, 1988; Hood and Zhou, 1998) to near zero in the case of lidar and UARS MLS data (Keckhut and Chanin, 1992; Hood and Zhu, 1998).

Numerical simulations of the tropical ozone and temperature responses to the 27-day solar forcing have been performed with 1-dimensional (Eckman, 1986a; Brasseur et al., 1987; Summers et al., 1990; Chen et al., 1997), 2-dimensional (Brasseur, 1993; Fleming et al., 1995; Chen et al., 1997; Zhu et al., 2003) and 3-dimensional (Williams et al., 2001; Rozanov et al., 2006) photochemical-dynamical models. Generally, the characteristics of the model results for stratospheric and lower mesospheric responses are consistent with the relatively broad ranges derived from experimental data. However, one should note significant differences in the results obtained with different 2-dimensional models (Fleming et al., 1995; Chen et al., 1997; Zhu et al., 2003). Furthermore, using a 3-dimensional chemistry-climate model, Williams et al. (2001) found
a negative lag for the temperature response in the upper stratosphere, which con- trataicts most two-dimensional model results and observational studies. In the case of the middle mesosphere, significant differences in amplitude and phase exist between sim- ulated (Summers et al., 1990; Chen et al., 1997) and observed temperature responses. In this paper, we present results of several simulations performed with the three- dimensional chemistry-climate model HAMMONIA (Hamburg model of the neutral and ionized atmosphere). The response of temperature, ozone, and related chemical species to the 27-day cycle forcing is analyzed from the surface to the lower thermo- sphere. One of the objectives of this paper is to study the time and latitude dependence of the atmospheric response and thereby to provide a more complete picture than most of earlier studies which concentrated primarily on the equatorial region. Another aim of the present study is to assess the respective merits of different analysis methods that are used to identify 27-day solar signals. Applying a variety of methods to analyze numerical experiments performed with and without 27-day solar forcing allows us to identify possible misinterpretations that may occur using for example methods based on the widely-used correlation technique. It will be shown that the model produces variations with periods in the vicinity of 27 days also in simulations that do not include a 27-day forcing. Further, we will present a case of a possible interference of the 27-day signal with atmospheric wave disturbances of a period close to 16 days, and we will describe non-linearities associated with the atmospheric response.

Section 2 provides a brief description of the numerical model and of the different simulations. The methods for the analysis of the model results are described in Sect. 3. The solar forcing data are presented in Sect. 4. In Sect. 5, we discuss the results of the numerical experiments and compare them to observations. Conclusions can be found in Sect. 6.
2 Description of the model

HAMMONIA is a global 3-dimensional chemistry-climate model extending from the surface to the thermosphere with the upper boundary at about 250 km. It is an extension towards higher altitudes of the ECHAM5 (Roeckner et al., 2003, 2006) and MAECHAM5 (Giorgetta et al., 2006; Manzini et al., 2006) general circulation models. Several new parameterizations had to be implemented in HAMMONIA in order to account for important processes that occur in the mesosphere and thermosphere (e.g. solar heating at wavelengths down to 5 nm, non-LTE effects in the infrared cooling, heating in the near-infrared CO₂ bands, molecular heat conduction and diffusion of tracers, and the ion drag). As the model includes a full formulation of tropospheric dynamics and physics, it is producing internal variability in a wide range of frequencies. It has been shown that the model variability compares well with observed atmospheric variability in the cases of the northern winter stratosphere (Manzini et al., 2006), and of the global mesosphere and lower thermosphere (Offermann et al., 2007). The model dynamics and physics are interactively coupled with the MOZART3 chemistry scheme (Kinnison et al., 2007) that includes 48 compounds and 153 gas phase reactions in this version. HAMMONIA has already been applied for studying the atmospheric response to the 11-year solar cycle (Schmidt et al., 2006; Schmidt and Brasseur, 2006). A detailed model description is given by Schmidt et al. (2006).

As in the latter study, the model is run with a spectral truncation of T31 (corresponding approximately to a horizontal resolution of 3.75×3.75 degrees) with 67 layers in the vertical. We have performed three 6-year simulations of which we interpret only the last 5 years. The cases reported here are the following:

- S0: without 27-day variation in solar forcing,
- S27: with a 27-day forcing of realistic amplitude,
- S27*3: with a 27-day forcing with tripled amplitude (only in the spectral range 120–740 nm).
The latter case is used to improve the signal-to-noise ratio for an easier identification of the response and to study its non-linearity.

The 27-day variation in spectral extraterrestrial solar irradiance $S_\lambda(t)$ from the extreme UV to the infrared is used as an input parameter at the upper model boundary. This variation is prescribed as a sinusoidal 27-day oscillation around the mean (depending on latitude and time of year) spectral solar fluxes $S_{0,\lambda}$:

$$S_\lambda(t) = S_{0,\lambda} + A_\lambda \sin(t/27).$$

Here, $t$ is the time in days (set to zero for 1 January, 00:00 UT, of the first interpreted year of the simulations). The wavelength-dependent amplitude, $A_\lambda$, of this variation is calculated as described in Sect. 4, and kept constant during the entire model integration.

For convenience, model results are presented as a function of geometric altitude. However, this quantity represents a pseudo-pressure coordinate because it is calculated from model pressure coordinates using latitude dependent 5-year annual mean vertical temperature distributions.

### 3 Methods of analysis

The model results are analyzed by different methods. The purpose of the analysis is not only to detect a 27-day signal in the atmosphere and calculate its amplitude and phase characteristics, but also to prove that the detected atmospheric response is related to the solar forcing. We begin with relatively simple methods such as the correlation and filter techniques used in many previous studies. Subsequently we apply different high resolution spectral methods.

To smooth the time series and remove the annual and semi-annual cycles and long-term changes, high and low-frequency Kaiser-Bessel filters and their combination (as a band pass filter) are used (Harris, 1978).
Linear correlation and regression coefficients are calculated for different time shifts between the filtered time series and the solar forcing. The correlation coefficients are analyzed in Sect. 5.1, while ozone and temperature sensitivities to the 27-day forcing, which are estimated as maximum regression coefficients, are discussed in Sect. 5.7.

To estimate amplitudes and periods of variations within a broad range of time scales, and to analyze their time evolution, a wavelet transform technique is used (Sect. 5.2). In order to exclude loss of data at the edges (beginning and end) of the time series, the series are continued beyond the edges with an autoregression approach (Gruzdev and Bezverkhny, 2000, 2005).

To study the spectral composition of the time series, the high resolution spectral analysis method suggested by Bezverkhny (1986; see also Gruzdev and Bezverkhny, 2000, 2005) is used. The method provides an estimate of the spectral density by applying an autoregression filtering and a Fourier decomposition into spheroid wave eigenfunctions.

Together with the spectral analysis, we use a spectral-time analysis which is an application of a spectral method for shorter time periods within a running window. In particular, this approach allows to assess the time evolution of power spectra and the seasonal dependence and interannual variability of the spectral composition of a signal. Compared to a wavelet analysis, spectral-time analysis provides a better spectral resolution, while the wavelet analysis reveals individual variations.

Running and seasonally averaged ozone and temperature spectra are analyzed in Sect. 5.3. Spectral-time analysis of solar flux data is presented in Sect. 4.

If spectral analysis reveals a dominating oscillation in a time series, Fourier harmonic analysis can be used to calculate amplitudes and phases of this oscillation and its superharmonics as done for the solar flux data in Sect. 4.

The results of the spectral analysis are further used to estimate the amplitudes of the atmospheric responses to the solar forcing. Since an integration of a spectrum over frequency gives a variance of a time series (Jenkins and Watts, 1968), integration over a frequency band in the neighborhood of a sharp spectral peak gives a variance of
variations with periods corresponding to this spectral maximum. The square root of this variance is related to the mean amplitude of the respective variations. Theoretically, the variance of a sinusoidal signal is equal to the squared amplitude multiplied by a factor of two. However in our case of in general non-sinusoidal signals we use a heuristically obtained factor. The variance corresponding to a spectral peak is calculated by integrating a power spectrum over a frequency range limited by the frequencies corresponding to half of the maximum spectral density. The factor needed to derive the amplitude from the variance is calculated applying this method to the spectrum of a sinusoidal signal. We derived this factor for recalculation of square root variance to amplitude of a signal (Sect. 5.5).

Further, we use a high-resolution cross-spectral analysis based on the maximum entropy method (Jones, 1978) to check whether or not atmospheric 27-day variations are related to the 27-day solar forcing. In particular, coherence and phase spectra are considered. The spectral coherence can be interpreted as a correlation coefficient between two time series defined at each frequency (Jenkins and Watts, 1968). The phase spectrum gives a phase difference (time lag) between two time series for each frequency. The model as well as real atmosphere produces variability within a broad frequency range, so that not all variations with periods close to 27 days are necessarily related to solar forcing. We consider such a relation as highly likely if (1) the spectral coherence between this response and the 27-day forcing is high (squared coherence between 0.7 and 1) and (2) the frequency dependence of the phase spectrum is smooth in the close neighborhood of the 27-day period. See Sect. 5.4. for the discussion of spectral coherences and Sect. 5.6 to 5.8 for the discussion of phase lags computed by this method.

4 Analysis of the 27-day variation in solar irradiance data

In order to establish the amplitude $A_\lambda$ of the idealized 27-day solar forcing, we analyzed the spectral solar fluxes kindly provided by Judith Lean, Naval Research Laboratories,
USA, in the range 120.5–739.5 nm. The data consist of daily mean values with a spectral resolution of 1 nm for the period 1990–2000 (Lean et al., 1997, 2000) derived from measurements made by the Solar Stellar Irradiance Comparison Experiment (SOLSTICE) onboard the Upper Atmosphere Research Satellite (UARS). A power spectrum analysis over the 11-year period reveals a strong signal with a mean period of about 26.5 days. The second harmonic is weaker than the main harmonic by a factor of 5–10 (depending on the time period and the spectral range considered), while higher harmonics are negligible.

Figure 1a shows the time-dependent spectral density of the solar 205 nm flux. Significant variations in the amplitude of near-27-day variability can be identified. The spectral density corresponding to the solar activity maximum near 1990 is larger by a factor of 4 than the density for the following solar maximum near 2000, resulting in an amplitude ratio of 2 to 1. The amplitudes during solar minimum (∼1995–1997) are approximately an order of magnitude smaller than during the 1990 solar maximum. The period of this solar variation also changes slightly with time.

To calculate the amplitudes and phases of the 27-day cycle and its harmonics we choose the period January to June 1990. Figure 1a shows that the period of the solar variation increases during this period. Amplitudes and phases of the 27-day and higher harmonics have been calculated by a harmonic analysis (decomposition into discrete Fourier row). The amplitudes of the 27-day and 13.5-day harmonics for the period January to June 1990 are shown in Fig. 1b. In the model simulations, we use the 27-day oscillation amplitudes calculated for this half-year period as amplitudes $A_\lambda$ for our idealized 27-day solar forcing. Higher harmonics are neglected.

5 Model results and their discussion

Unlike 1-D and 2-D models, HAMMONIA produces internal variability in dynamical variables that cover a broad spectral range. This variability on the one hand should lead to more realistic results. On the other hand it significantly complicates the analysis of
27-day solar signals since internal atmospheric disturbances may have periods close to the forcing. In this section we begin the analysis by methods that are commonly used for this kind of study. However, later we present a combination of spectral methods that allows not only to detect 27-day signals, but also to assess the relation of these signals to the solar forcing.

All model data used for the analysis are daily and zonally averaged.

5.1 Correlations of 27-day variations in tropical ozone and temperature with the solar forcing

One can suppose that, if the 27-day solar forcing produces any response in the atmosphere, this response should be coherent with the forcing for a sufficiently long time (i.e., during several 27-day cycles). A frequently applied way to assess the relation between atmospheric short-term variations and the 27-day solar forcing is to derive the correlations between atmospheric and solar variations. Therefore, we extract the near-27-day variations in several atmospheric model parameters with a combination of two Kaiser-Bessel filters, and then calculate the correlation coefficients between the filtered time series and the solar forcing for different time lags. Figure 2a and b show the corresponding correlation coefficients as a function of altitude and the time lag for tropical (averaged over 20° S–20° N) ozone and temperature variations calculated for the entire 5-year period of simulation S27.

The maximum value of the correlation coefficient for ozone is about 0.5 at 35 km (Fig. 2a). This is within the range of maximum correlation coefficients reported for ozone at a similar altitude in the observational studies by Hood (1986), Hood and Cantrell (1988), Fleming et al. (1995), and Hood and Zhou (1998). It is slightly smaller than the maximum correlation coefficients obtained in the (2-D and 3-D) model studies by Fleming et al. (1995), Williams et al. (2001), and Zhu et al. (2003). However, the magnitude of these correlation coefficients depends crucially on the type of filtering applied to the original time series. With respect to the phase of the signal, there is a good correspondence between our results presented in Fig. 2a and the results of satellite
The three figures exhibit similar phase shifts with altitude in the stratosphere and a secondary maximum in the mesosphere that is in an opposite phase to the forcing. However, while this maximum occurs at about 65 to 70 km in Fleming et al. (1995) and in our study, it is closer to 50 km in the study by Zhou et al. (1997). A more detailed comparison with observations can be found in Sect. 5.8.

The stratospheric ozone response is explained e.g. by Brasseur et al. (1987) as a combined effect of the increased photodissociation of O₂ for increased UV irradiance and the temperature dependence of ozone production and loss rates. The negative effect in the mesosphere is caused by the increased OH production via the photodissociation of water vapor by Lyman-α radiation (e.g. Brasseur et al., 1993). The negative response that occurs in our simulations in the mesopause region and above is due to the photodissociation of ozone and the temperature dependence of its production. The negative response around the mesopause is in contrast to a positive response observed in the simulations of the 11-year cycle effect with the same model (Schmidt et al., 2006). Apparently, the effect of downward molecular diffusion of atmospheric oxygen produced by stronger O₂-photodissociation in the thermosphere is of less importance on the 27-day time scale.

The maximum of the temperature correlation coefficient of about 0.3 close to the stratopause (~50 km) in Fig. 2b and its position are in rather good agreement with studies of Hood (1986), Hood and Cantrell (1988), and Hood and Zhou (1998). The temperature response is a direct effect of increased UV irradiance combined with stronger absorption by the increased ozone concentration in the stratosphere.

The results of the correlation analysis suggest that the simulated ozone and temperature signals in the middle and upper atmosphere are closely related to the 27-day solar forcing. However, they provide no proof. Application of the same technique to ozone and temperature data obtained in the simulation that does not include a 27-day forcing (S0, Fig. 2c and d) yields coefficients that are in some regions of similar magnitude as the coefficients derived from S27. Due to the significant length of the time
series, all correlation coefficients derived from simulations S0 and S27 in Fig. 2 are statistically significant. This result calls for the application of more sophisticated analysis methods.

5.2 Wavelet transform analysis

Another problem of analyzing the atmospheric response to the 27-day solar forcing is the possibility of intrinsic atmospheric variations with periods close to the period of forcing. Figure 3 shows results of a wavelet analysis of ozone concentrations at 40 km and 90 km altitude at 50° N for the S27 and S0 simulations, respectively. Figure 3a and 3b show that variations with a period of 27 days are accompanied by variations with other periods (in particular in the disturbed winter stratosphere). Moreover, there is significant interannual variability of the signals with periods close to 27 days. Note e.g. the weaker signal during the first than during the second summer in Fig. 3a. Figure 3c and d show that ozone variations with periods close to 27 days can occur (again in particular in the winter stratosphere) also in the case without solar forcing. At both altitudes the variability on a time scale close to 27 days is increased in the simulation with solar forcing. But it seems impossible to clearly distinguish internal and forced variability with this filtering technique.

The reason of this problem is the relatively poor spectral resolution of any filter. A filtered variation with fixed period may be related to variations within a more or less broad band around this exact period.

5.3 Spectral analysis

The previous sections have shown that filter and correlation techniques do not provide an adequate method to analyze the atmospheric response to 27-day solar forcing. Other methods are needed, which can provide a better spectral resolution. In the following, high-resolution spectral and cross-spectral analysis methods are applied.

Figures 4a–d show the results of a spectral-time analysis of ozone mixing ratios for
the altitudes of 35 and 100 km at the equator and 50° N for the simulation S27, while Fig. 4e and f show results for 50° N from the simulation without 27-day forcing (S0). Figure 4a–d exhibit distinctive 27-day signals in the middle stratosphere and in the mesopause layer. There is no repeated 27-day signal in ozone in the case without forcing, although the spectral analysis reveals variations with periods close to 27 days, for example in winters 3 and 4 at 35 km, and in winters 3 and 5 at 100 km. A striking feature of the 27-day signal in Fig. 4a–d is its intermittent character. There is significant seasonal and interannual variability of the 27-day signal in both mid-latitudes and tropics. Since the amplitude of the applied 27-day forcing is constant with time the 27-day ozone signal is probably influenced by internal atmospheric dynamics. One intriguing feature in the simulations at 50° N is the presence of strong wintertime oscillations with periods between 16 and 20 days in the case without forcing (Fig. 4e and f). These appear much less prominent when the forcing is introduced. Theoretically, two explanations can be provided: a) The 27-day forcing affects an inherent state of the atmosphere, and its free oscillation properties change. b) The response to the 27-day forcing can interact nonlinearly with intrinsic atmospheric oscillations, generating oscillations at combination frequencies. A combined variation with a period close to 16–20 days but out of phase with the original variation may attenuate it. It is difficult to establish which hypothesis is more likely. However, non-linear interactions of the 27-day signal with other intrinsic atmospheric variations may explain the intermittent character of the model response to the 27-day forcing. According, e.g. to Chandra (1985), and Ebel et al. (1988), the atmospheric response to 27-day forcing is presumably modified by stationary and transient planetary waves which are of a very intermittent character themselves.

Figure 5 shows altitude profiles of ozone power spectra at the equator and 50° N averaged over four three-month periods of December–February and five three-month periods of June–August, respectively. As it might be expected the equatorial responses in winter and summer are similar. In the mid-latitude stratosphere, the signal is easier to identify in summer, when the intrinsic variability is significantly smaller than in winter.
As in Fig. 4, strong variations are not only identifiable at exactly 27 days but also at very close periods. At 50N and at about 40 km, e.g., two distinct maxima appear in the power spectrum at frequencies slightly longer and shorter than 27 days. Ebel et al. (1981) have suggested that an amplitude modulation with semi-annual or annual periods may lead to such a shift of the original 27-day signal. Although it is very likely that the strong features with periods close to 27 days are indicative of a response to the solar variability our analysis method provides no proof for this assumption. This difficulty is underlined by the spectra for the case without forcing (see Fig. 4 for running spectra, seasonal spectra not shown) that indicate some power for internal variability with periods close to 27 days.

5.4 Spectral coherence analysis

We conclude from the previous section that the spectral analysis itself does not distinguish between the response to 27-day solar forcing and intrinsic atmospheric variations with close periods. However, atmospheric variations related to the 27-day solar forcing should be coherent with the forcing over long time periods. This cannot be expected for intrinsic variations. High values of spectral coherence at periods close to 27 days should thus be a clear indication for a solar forcing effect.

Figure 6 shows altitude-dependent squared coherence spectra obtained for ozone and temperature at the equator and at 50° N, respectively. In the thermosphere the squared coherence at period of about 27 days has high values for ozone and temperature. In the mesosphere and stratosphere, however, the coherence for ozone decreases, particularly at 50° N latitude, while relatively high values remain in some layers over the equator. Coherence values for temperature drop dramatically below 105 km. This difference between ozone and temperature corresponds to different values of the correlation coefficients in Fig. 2. In the case of ozone, no coherence is observed below 25 km while, in the case of temperature, two areas of non-zero coherence are derived for the lower stratosphere (50° N) and the lower troposphere (equator), respectively.

Note that the coherence spectra are derived here for the entire simulation period of
Seasonally calculated coherence spectra are not meaningful. First, to provide sufficient spectral resolution, a cross-spectral analysis requires longer time series than spectral analysis (see e.g. Jones, 1978). Second, a season contains only three 27-day cycles, and three variations with a period close to 27 days may be coherent with the solar variation (with arbitrary phase lag) even without being related to the forcing.

Altitude-latitude distributions of squared coherence between ozone and temperature, respectively, and the 27-day solar forcing are shown in Fig. 7a–d for two cases: with standard (S27) and with enhanced (S27*3) forcing. The cross-spectral analysis was performed for each altitude and each latitude of the model grid. The spectral coherence is plotted if the coherence maximum is found within the 26–28 day period range. If there is no coherence maximum in this range the coherence value is set to zero. Shown in Fig. 7 are only areas with squared coherence larger than 0.5. The strengthening of the 27-day forcing by a factor of 3 significantly increases the coherence of the response in the upper stratosphere and lower mesosphere, especially in the case of temperature. The coherence is generally low below 30–40 km and close to 70 km. In the case of standard forcing, the squared coherence values are large (higher than 0.7) in the thermosphere (above 100–105 km) at all latitudes in the case of temperature and above 80 km at all non-polar latitudes in the case of ozone. For enhanced solar forcing, the ozone and temperature responses are also highly coherent with the forcing in the upper stratosphere and lower mesosphere. In the case of temperature, this is limited to tropical and mid-latitudes while it extends to very high latitudes in the case of ozone.

A comparison of the spectral coherences in Fig. 7a and b with the correlation coefficients in Fig. 2a and b reveals that e.g. in the case of ozone at altitudes below 30 km non-zero correlations can be calculated in regions of incoherent signals.

5.5 Sensitivity of the response to the 27-day solar forcing

Since the magnitude of the real 27-day solar forcing changes with time and since observational studies cover different time periods, the sensitivity of the response to the 27-day solar forcing is a more convenient quantity than the amplitude. Here, this sensi-
tivity is defined as the change in e.g. ozone or temperature per 1% change of the solar 205 nm radiation.

In Figs. 8–10 we present seasonally dependent altitude-latitude distributions of response sensitivities estimated from spectral analysis. If a spectral estimate is statistically insignificant or if the coherence value obtained from cross-spectral analysis is less than a threshold value the sensitivity is not plotted. Since seasonal coherence values are not available, coherences calculated for the whole period of the simulation were used. The threshold value for squared coherence is chosen to be equal to 0.5 for the case of standard 27-day solar forcing (S27) and to 0.7 for the case of enhanced forcing (S27*3).

Figures 8 and 9 show December–February and June–August sensitivities of ozone and temperature, respectively, to the standard and enhanced 27-day solar forcing. The strongest ozone sensitivity of more than 10% is characteristic for the thermosphere. Local altitude maxima of the sensitivity are noted in the upper mesosphere and in the upper stratosphere. It is worth to note the nonlinearity of the ozone response, especially for layers in the neighborhood of 40 and 80 km where the sensitivity decreases with increasing forcing. Over the tropics the ozone sensitivity in the upper stratosphere is about 0.5–0.6% for the standard forcing case and about 0.3% for the case of enhanced forcing.

Figure 8 exhibits that in the thermosphere the sensitivity of the ozone response is larger during winter than during summer. This seems to be also the case around the stratopause. However, the criteria of statistical significance and high coherence are not met everywhere at these altitudes.

The sensitivity of the temperature response has no significant seasonal dependence in the thermosphere (Fig. 9). In the upper mesosphere, the strongest mid-latitude response seems to occur in summer while in the upper stratosphere it occurs during winter (Fig. 9c and d). This latter feature corresponds well to the winter extratropical maximum of ozone sensitivity in the same layer shown in Fig. 8. As for the ozone response, the temperature response is nonlinear. In the lower mesosphere, the max-
imum temperature sensitivity at the equator is about 0.4 K for the standard forcing, while it is only of the order of 0.15 K for the case of the enhanced forcing.

Similar non-linearities occur in the responses of other chemical species. Figure 10 shows sensitivities of O($^3P$), water vapor, OH, NO, NO$_2$, and HNO$_3$ for December–February in the case of the enhanced forcing (since for this case results are available for larger areas).

Atomic oxygen (Fig. 10a) has its maximum response of about 1% in the upper mesosphere. Unlike for ozone, the O($^3P$) sensitivity decreases with altitude in the thermosphere.

Water vapor is dissociated through short wave UV (Lyman-α). Its response to the 27-day solar forcing is reliably detected only above 75 km (Fig. 10b) where the water vapor content is relatively small. The water vapor response in the extratropical latitudes is seasonally dependent above approximately 90 km, with a maximum sensitivity in the summer hemisphere.

Atmospheric hydroxyl, which is produced in the mesosphere and thermosphere as a product of the water vapor photolysis, has response maxima of about 1% in the upper mesosphere-lower thermosphere (Fig. 10c). Since the vertical distribution of OH has a maximum in the upper mesosphere, the large amplitude in the OH response during summer may be identifiable in ground-based observations of hydroxyl emissions.

Nitric oxide has its absolute maximum response of about 2% between 90 and 100 km in the summer hemisphere (Fig. 10d), where the nitric dioxide response has a weak local maximum (Fig. 10e). The absolute maximum of the NO$_2$ sensitivity occurs at about 85 km altitude and is probably related to the reaction with OH. The stratospheric maxima in NO and NO$_2$ sensitivities (about 0.4%) are observed in the layer of maximum NO$_2$ concentration near 30 km altitude and may thus be identifiable by column NO$_2$ measurements.

An interesting feature in the nitric acid response is a mid-latitude winter maximum of about 2% in the upper stratosphere-stratopause layer (Fig. 10f). The same feature is observed in the southern hemisphere winter. These sensitivity maxima occur at the
same location as the maxima in ozone (Fig. 8a and c) and temperature (Fig. 9c). An absolute maximum of the HNO$_3$ sensitivity of 3% is noticed in the upper mesosphere layer where the HNO$_3$ concentration is very small. It corresponds to a similar maximum in NO$_2$.

5.6 Phase characteristics of the response

The phase characteristics of the atmospheric 27-day signals presented here are obtained from phase spectra for the simulation with enhanced forcing (S27*3). They are similar to characteristics for the S27 simulation but available for larger areas. Like spectral coherence, phase characteristics have been calculated as an average over the whole simulation period. This explains differences between the coverage of phase and sensitivity patterns.

Figure 11 shows altitude-latitude distributions of the time lags of 27-day variations for temperature and for the chemical species treated in the previous section, relative to the solar forcing. In general, the annual mean phase lags exhibit only weak latitude dependence. In the case of ozone, only the mesopause region (90–100 km) is characterized by a peculiar time regime. In low and mid-latitudes, ozone leads the radiation variation by 10 to 12 days, while in the polar region this lead is closer to 6 to 8 days. These polar regions correspond to areas of a high ozone sensitivity shown in Fig. 8c and d. However, to understand this feature, an analysis of the phase’s seasonal dependence would be necessary. A phase flip at mid-latitudes as observed by Ruzmaikin et al. (2007) is not clearly identifiable in our results.

Atomic oxygen is produced mainly by photolysis of ozone in the stratosphere and lower mesosphere and by the photolysis of molecular oxygen at higher altitudes. An interesting feature of the atomic oxygen response in the upper stratosphere and lower mesosphere is a latitude gradient of the response phase that changes from a lead in the NH to a lag in the SH (Fig. 11c). The O($^3$P) response above 75 km lags behind the solar cycle, and is approximately a quarter-period out of phase with the cycle in the neighborhood of the mesopause where the 27-day variations of atomic oxygen and
temperature are approximately in phase with each other (cf. Fig. 11b). As it may be expected, the $O(^3P)$ response above 85 km is approximately in opposite phase with the response of molecular oxygen.

The water vapor response above 70 km leads the solar forcing by 6 to 11 days, depending on altitude (Fig. 11d). In the mesopause layer, $H_2O$ variations are almost in opposite phase to the solar variation.

The hydroxyl response in the mesosphere and upper stratosphere is typically in phase with the 27-day solar forcing (Fig. 11e), which is explained by the fact that water vapor photolysis is a major source of OH at these altitudes. In the mesopause layer, OH variations lead solar oscillations by 3–4 days. Above this level, phases of the OH response change abruptly with altitude. Very different responses of OH at different altitudes to solar forcing have also been observed in the 11-year solar cycle numerical experiments (Schmidt et al., 2006). This was attributed to the fact the OH chemistry involves very different chemical reactions with different temperature dependencies that vary substantially with altitude.

Figure 11f exhibits a vertical gradient of the phase of the NO response in the mesosphere and lower thermosphere. The NO phase changes from about a quarter-period lead relative to the solar forcing at 60 km through being in opposite phase at 100 km to a quarter-period lag at 120 km. A strong vertical gradient of the phase of the NO response is also derived for the stratospheric heights of 25–35 km. This vertical structure in the NO phase reflects a variety of processes influencing the NO balance in different parts of the atmosphere, among which are $N_2$ and NO photolysis in the upper atmosphere, $HO_x$-$NO_x$ chemistry in the mesosphere, and NO$_2$ photolysis and ozone photochemistry in the stratosphere.

The altitude structure of the phase of the NO$_2$ response is simpler than that of NO (Fig. 11g). In the stratosphere, the NO$_2$ response is almost in phase with the 27-day solar variation. Figure 11h shows that changes in HNO$_3$ (that are approximately out of phase with NO$_2$ changes in this layer) may be responsible for the phase of the stratospheric NO$_2$ response (via photolysis of HNO$_3$). In the thermosphere, NO$_2$
variations are approximately out of phase with the solar forcing. This is probably due to fast photolysis of NO₂. In the upper mesosphere, where hydroxyl is highly sensitive to the 27-day solar forcing (see Fig. 10c) and in phase with it (Fig. 11e), NO₂ variations lead the solar oscillations by up to a quarter-period.

Figure 11h shows that increase in short-wave solar radiation during the 27-day cycle results in a decrease in stratospheric HNO₃ due to photodissociation (with a response lag of 1–2 days). In the upper mesosphere, the phase of the HNO₃ response is close to the phase of the NO₂ response.

5.7 Comparison of results from spectral and linear regression analysis

It is useful to compare sensitivities of ozone and temperature responses to the 27-day solar forcing obtained from spectral analysis with results obtained from linear regression analysis, since in most previous studies only the latter approach was used. Figure 12 shows the altitude distribution of ozone and temperature sensitivities for the tropical belt (20° S–20° N) estimated by the two methods. Note that Fig. 12b uses other units for temperature sensitivity than Fig. 9 (%/% instead of K/%) in order to allow a comparison with observed values. Shown in Fig. 12 are the results obtained by the linear regression method for all three different forcing amplitudes (S₀, S₂₇, S₂₇*3). In the first case, the response sensitivities were obtained assuming a fictitious 27-day forcing as in simulation S₂₇.

Below 100 km, the linear regression ozone and temperature sensitivities for the case of enhanced forcing are close to those for the case of standard forcing, suggesting an approximate linearity of the responses. In contrast, spectral estimates of the sensitivities suggest a nonlinearity in the responses. In the case of enhanced forcing, the linear regression and spectral estimates agree well below 70 km altitude. However, we believe that this correspondence is fortuitous and does not point to a deficiency of the spectral estimates for the standard forcing. There is less agreement above 70 km where the spectral coherence with the forcing is larger (cf. Fig. 7a). Moreover, above approximately 110 km where the ozone and temperature responses are more promi-
nant and less disturbed by intrinsic variability (cf. Fig. 2), spectral and linear regression estimates group according to the magnitude of the forcing, and both methods exhibit a nonlinear response (not shown in Fig. 12).

The difference between spectral and linear regression estimates of the sensitivities shown in Fig. 12 is attributed to several causes. First, the definitions are different. In the case of spectral estimates, the sensitivity is calculated based on the amplitude of the response (see Sects. 3 and 5.5). In the case of linear regression estimates, deviations of all magnitudes contribute to the regression. Thus, these estimates are affected by small-magnitude (and, probably, statistically less significant) variations. The latter point is underlined by the small correlation coefficients in Fig. 2. In the upper atmosphere with clearer atmospheric response, linear regression estimates are only slightly larger than spectral estimates. The second and probably more important reason for the difference between the spectral and linear regression sensitivity estimates is the difference in the spectral range of the responses considered by the two methods. The spectral estimates are related only to a response occurring within a relatively narrow frequency range around the forcing period of 27 days. In contrast, the linear regression analysis (even combined with band-pass filtering) involves variations from a much broader frequency range not always associated with the actual solar forcing.

Figure 12 shows that the linear regression technique can provide a response even in the case without applied 27-day solar forcing. The sensitivity of this “response” is in some regions of the atmosphere comparable to the magnitude of the real response. It is worth to note that, unlike the regression method, spectral analysis usually provides sensitivity estimates only for altitudes where the real response is larger than the fictitious response. The criteria of spectral coherence and phase spectrum (see Sect. 3) impose further limitations on the altitude range of reliably detected response. For example, with these criteria it is not possible to relate the 27-day variations from the troposphere to the middle stratosphere (Fig. 12) with the solar forcing.

Figure 13 compares altitude distributions of the phase lags of 20° S–20° N ozone and temperature responses to standard (thin color curves) and enhanced (thick color
curves) 27-day solar forcing, as estimated by cross-spectral analysis (red curves) and by linear correlation analysis (green curves). Black curves correspond to the lags of the fictitious “response” obtained by the correlation method for the case without 27-day forcing. The lags derived by the two methods are in very good agreement above 120 km (not shown in Fig. 13). Below 120 km there are systematic differences between lag values derived by the different methods as well as between lag values derived by cross-spectral analysis for the cases of standard and enhanced solar forcing. According to results of cross-spectral analysis, ozone in the upper stratosphere responds to the 27-day solar variation (simulation S27) 2–3 days earlier than when it is derived from linear correlation analysis. The phase difference is generally less for the enhanced forcing.

Figure 13b shows that, according to results of cross-spectral analysis, the thermal response to the 27-day solar forcing (of standard amplitude) occurs in the upper stratosphere and around the mesopause 2–3 days earlier than calculated with the linear correlation method.

5.8 Comparison with observations

In addition to model results, Figs. 12 and 13 present sensitivities and phase lags of ozone and temperature responses derived in different observational studies. The majority of these sensitivity and lag estimates was obtained by the linear regression method. Horizontal error bars in Fig. 12 are standard deviations from the mean observed values.

The spread of the experimental results is in general larger for temperature than for ozone. Figure 12a shows that in the 30–65 km layer the ozone sensitivities derived from our model calculations are within the broad range of values suggested by observations. Modeling and observations reveal that the maximum ozone sensitivity is located in the upper stratosphere close to 40 km. However, above 65 km, the agreement between the model and observational ozone sensitivities is less satisfactory. Around 70 km altitude, observations exhibit high ozone sensitivity (of the order of 0.5%) while the spectral analysis of model results does not provide reliable sensitivity estimates. This is due
to the low coherence between response and forcing (see Fig. 7a and c). Above about 75 km, the simulated ozone sensitivity is stronger than suggested by observations.

There is a good agreement between model and experimental estimates of the temperature sensitivity in the neighborhood of the stratopause (Fig. 12b). Below this region, our simulated sensitivities are smaller than the observed ones. In the neighborhood of the mesopause layer, our simulation and the only observational study available exhibit principal differences not only in the magnitude of temperature response but also in its altitude dependence. However, the temperature sensitivity estimates suggested in this experimental study (Hood et al., 1991) for lower altitudes differ significantly from other experimental studies (see Fig. 12b). It is worth to note the large discrepancy of different experimental estimates of the temperature response in the mid mesosphere, i.e. just in the layer where, according to the linear regression analysis of model results, the amplitude of the fictitious temperature response for the simulation without forcing exceeds the amplitude calculated with the forcing.

As for the sensitivity, there is a satisfactory agreement between model and experimental estimates of the phase of the ozone response and its altitude dependence in the upper stratosphere (Fig. 13a). In the lowermost mesosphere, different experimental studies provide different phase lags. The observed altitude dependence above 60 km is more complicated than the simulated one. In the model, the only sharp phase change (from in phase below to out of phase above) occurs around 65–70 km, while the phase of the observed ozone response undergoes twice a sharp change by about half a period at approximately 60 and 75 km altitude, respectively. The lower phase change corresponds qualitatively to the similar change in modeled ozone response (occurring slightly higher). The second phase jump is not reproduced by the model. However, both observational studies for this altitude range are based on data from the same Solar Mesosphere Explorer (SME) instrument (Keating et al., 1987; Hood et al., 1991).

One can distinguish between two groups of experimental results concerning the phase of the temperature response (Fig. 13b). One group (smaller) provides a tem-
perature response lag close to zero or small positive values. Another group (larger) exhibits a significant altitude dependence of the phase with a lag in the middle stratosphere and a lead in the upper mesosphere. In the upper stratosphere, there is a good correspondence between the model cross-spectral estimates of temperature response lag and the lag values suggested by the minority group of observations. In the lower mesosphere, the model estimates are still within the broad range of the lag values suggested by observational studies. However, above 75 km, there is a significant discrepancy between the model cross-spectral estimates and the results of the only observational study available for this altitude (Hood et al., 1991). It is interesting to note the similarity in the altitude dependence of temperature response phases suggested by the major group of observations and the phase of the fictitious temperature response derived from model calculations without 27-day solar forcing (black curve in Fig. 13b).

To our knowledge, the only study of chemical parameters other than ozone is provided by Keating et al. (1986) who analyzed 27-day variations in stratospheric HNO$_3$ and NO$_2$ using the Nimbus 7 LIMS measurements. These authors found that NO$_2$ and HNO$_3$ concentrations at 10 hPa (≈30 km) correlate and anti-correlate, respectively, with 27-day UV solar variations. These results are in qualitative agreement with results from our model (see Fig. 11g and h).

5.9 The dynamical response to solar 27-day forcing

Some features of the calculated response may be difficult to explain invoking only photochemical and radiative mechanisms, and not taking into account the possible role of dynamical processes. For example, the enhanced sensitivity of the stratospheric ozone response in the middle and high latitudes during wintertime (Fig. 8) points to the likely important role of the circulation (see also Ruzmaikin et al., 2007). Sensitivity maxima for temperature, nitric acid, and ozone are derived for the same location (compare Figs. 8a, 9c and 10f as well as Figs. 8b and 9d), thereby suggesting the existence of a common cause. Furthermore, the amplitudes of this wintertime mid-latitude ozone
response for the enhanced forcing case are similar to the amplitudes derived for the standard forcing case (while the associated sensitivities differ by about a factor of 3, compare Fig. 8a and c as well as Fig. 8b and d). These features might be easier to explain by an effect of the 27-day solar variation on the atmospheric circulation. However, cross-spectral analysis has not revealed near-27-day variations in zonal mean daily mean values of zonal, meridional and vertical wind components coherent with the forcing. One probable reason is that the 27-day effect in circulation is masked under Eulerian and/or diurnal averaging, and another approach is needed for analyzing such effects.

At present, the possible response of the atmospheric dynamics to 27-day solar forcing remains an open question. Dameris et al. (1986) and Ebel et al. (1988), using a three-dimensional mechanistic model, found that the response to a 27- and 13-day solar forcing prescribed at the stratopause may propagate downward depending on the background wind and on the planetary wave distribution. Ivanovskii and Krivolutskii (1979) suggested the possibility of resonant excitation of traveling planetary waves caused by 27-day solar forcing. This was confirmed by Krivolutsky et al. (2003), who derived a resonant response in a hemispheric model atmosphere, and attributed it to a non-zonality of the ozone distribution. Pogoreltsev et al. (2002), however, could not confirm the existence of global free modes in the middle atmosphere with periods close to 27 or 13 days. Luo et al. (2001) have observed wind oscillations of 20–40 day periods in the mesosphere and lower thermosphere and suggested a possible solar origin. All these possible influences can not be confirmed by our analysis.

6 Conclusions

We have presented a first modeling study of the atmospheric effect of the 27-day solar rotational variation, using a 3-dimensional chemistry climate model that covers the atmosphere from the surface to the thermosphere. To analyze the atmospheric response to the 27-day solar forcing, we used a variety of spectral and cross-spectral analysis
techniques, in addition to the linear correlation and regression methods used in most previous observational and modeling studies.

The HAMMONIA model used in this study produces a broad spectrum of internal atmospheric variability including periods close to 27 days. Our analysis has revealed shortcomings of the correlation (and regression) analysis method. Apparent signals derived by this method may not be a response to the solar forcing but just represent a part of the internal atmospheric variability. The combination of high resolution spectral and cross-spectral methods allows identifying 27-day variations in the atmosphere which are actually related to the solar forcing. These methods can also be used to estimate the amplitude and the phase of the response.

Our analysis shows that, while the calculated thermal and chemical responses are very distinct and permanent in the upper atmosphere, the responses in the stratosphere and mesosphere are intermittent and depend probably on the dynamical state of the atmosphere. By analyzing a somewhat different set of 3-D numerical experiments, Rozanov et al. (2006) came to a similar conclusion in particular for the stratospheric temperature response. In an observational study, Ruzmaikin et al. (2007) have suggested the possibility of phase drifts in the stratospheric ozone response that may also lead to the intermittent appearance of signals.

In the extratropical latitudes, the responses are, in general, seasonally dependent. The sensitivity is in many cases stronger in winter than in summer. This has also been observed, e.g. by Ruzmaikin et al. (2007) and is a hint to a possible dynamical response to 27-day solar forcing. To clearly identify such a response, further analysis is needed.

Experiments with different forcing amplitudes have shown that the responses of temperature and of the concentrations of chemical species to 27-day forcing are non-linear. Their sensitivities generally decrease when the forcing increases. This conclusion is important to understand the possible differences of observational studies obtained at times of different forcing amplitudes.

The sensitivity and phase of the ozone response in the tropical stratosphere and
lower mesosphere are in satisfactory agreement with available observational results, while above ~75 km significant differences with observational data exist. However, the number of available observations in this region is low. The simulated sensitivities for the stratospheric temperature response are at the lower edge of the range suggested by observations. The few mesospheric observational studies do not provide a coherent picture of sensitivities. In the case of the phase of the temperature response, it is interesting to note that a fictitious response analyzed for a simulation without forcing indicates a similar shift with altitudes as it was calculated from observations. An important deduction from these findings is that for most atmospheric parameters, at present, there is insufficient observational data for a comprehensive evaluation of simulated 27-day solar forcing effects. The analysis of observational data should include not only periods with a significant amplitude of the 27-day solar variation, but also periods when this forcing is absent or relatively weak. This would provide information about the inherent variability of the atmosphere and thereby help to identify which part of the variability is related to the solar forcing. It is also important that the analysis of observed and simulated data be made by the same method.

In addition to ozone, our simulations show effects of 27-day solar forcing on other chemical species. Some of these responses should be identifiable in existing observations, for example in the measurements of stratospheric nitrogen oxides or of mesospheric OH.
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Fig. 1. (a) Spectral density of the solar flux at 205 nm as a function of time calculated using 2-year running windows. Units: (mW/(m² nm))^2 day. (b) Mean amplitudes of the 27-day (thick curve) and 13.5-day (thin curve) harmonics of the solar extraterrestrial flux as a function of wave length, computed for the period January to June 1990 relative to the mean fluxes for this period.
Fig. 2. Correlation coefficients between (a) ozone and (b) temperature near-27-day variations and the 27-day sinusoidal solar forcing for the tropical belt 20°S–20°N. (a, b) Simulation with applied 27-day forcing, (c, d) simulation without 27-day forcing. All shown correlation coefficients are statistically significant at the 95% level.
Fig. 3. (a, b) Module of the wavelet transform of the ozone mixing ratios at (a) 40 km and (b) 90 km altitude at 50° N for two model years for the simulation with applied 27-day forcing. (c, d) As (a, b) but for the simulation without 27-day forcing. Units: percent of the 5-year mean value.
Fig. 4. Logarithm of the spectral density of the ozone mixing ratio as a function of time at (a) 35 km and (b) 100 km at the equator, at (c) 35 km and (d) 100 km at 50° N for the case with 27-day forcing, and at (e) 35 km and (f) 100 km levels at 50° N for the case without 27-day forcing. Units of spectral density: ppmv^2 day. Integer numbers at the horizontal axes correspond to the start of the respective simulated year.
Fig. 5. Logarithm of the seasonal mean spectral density of the relative ozone content (ozone mixing ratios divided by its 5-year average values for the same altitude) as a function of altitude for (a) December–February at the equator, (b) June–August at the equator, (c) December–February at 50° N, and (d) June–August at 50° N. Units of spectral density: day.
Fig. 6. Altitude distributions of the squared coherence spectra calculated between the 27-day forcing and (a) ozone at the equator, (b) ozone at 50° N, (c) temperature at the equator, and (d) temperature at 50° N, respectively.
Fig. 7. (a, b) Altitude-latitude distributions of the squared coherence calculated between the standard 27-day forcing and (a) ozone, and (b) temperature, respectively. (c, d) As (a, b) but for the case of enhanced 27-day solar forcing.
Fig. 8. (a–d) Altitude-latitude distributions of the ozone sensitivity to (a, b) standard and (c, d) enhanced 27 day solar forcing during (a, c) December–February and (b, d) June–August. Units: %/(% change of 205 nm irradiance).
Fig. 9. As Fig. 8 but for the case of temperature. Units: K/(% change of 205 nm irradiance).
Fig. 10. Altitude-latitude distributions of the sensitivities of (a) O(3P), (b) water vapor, (c) OH, (d) NO, (e) NO₂, and (f) HNO₃ to enhanced 27 day solar forcing during December–February. Units: %/(% change of 205 nm irradiance).
Fig. 11. Altitude-latitude distributions of the time lag of the (a) ozone, (b) temperature, (c) O(3P), (d) water vapor, (e) OH, (f) NO, (g) NO$_2$, and (h) HNO$_3$ responses to the 27-day solar forcing. Units: day.
Fig. 12. Comparison of (a) ozone and (b) temperature sensitivities %/% change of 205 nm irradiance) to 27-day solar forcing calculated by the model for 20°S–20°N latitude band (color and black curves) with observations in the tropical region (horizontal bars). Blue and red curves correspond to sensitivities derived by the spectral analyses for December–January and June–August, respectively, for the cases of standard (thin blue and red curves) and enhanced (thick blue and red curves) forcing. Green and black curves correspond to sensitivities derived by the linear regression analysis for the full year period for the cases of standard (thin green curve) and enhanced (thick green curve) forcing, and for the case without forcing (thin black curve). In the last case, the standard forcing amplitude was assumed to derive sensitivities. Shown are only values that are statistically significant at the 95% level. Horizontal error bars depict standard deviations. Note that the sensitivity unit for temperature differs from those used in Fig. 9.
Fig. 13. Comparison of the time lags of the (a) ozone and (b) temperature responses calculated by the model for 20° S–20° N (color and black curves) with observations in the tropical region (horizontal bars). Red curves correspond to the lags derived by the cross-spectral analysis, green curves correspond to the lags derived by the linear correlation analysis for the cases of standard (thin red and green curves) and enhanced (thick red and green curves) forcing. Black curves correspond to the lags of the “response” obtained by the linear correlation method for the case without 27-day forcing.