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Abstract

An ensemble-based forecast and data assimilation system has been developed for use in Navy aerosol forecasting. The system makes use of an ensemble of the Navy Aerosol Analysis Prediction System (ENAAPS) at 1° x 1°, combined with an Ensemble Adjustment Kalman Filter from NCAR’s Data Assimilation Research Testbed (DART). The base ENAAPS-DART system discussed in this work utilizes the Navy Operational Global Analysis Prediction System (NOGAPS) meteorological ensemble to drive offline NAAPS simulations coupled with the DART Ensemble Kalman Filter architecture to assimilate bias-corrected MODIS Aerosol Optical Thickness (AOT) retrievals. This work outlines the optimization of the 20-member ensemble system, including consideration of meteorology and source-perturbed ensemble members as well as covariance inflation. Additional tests with 80 meteorological and source members were also performed. An important finding of this work is that an adaptive covariance inflation method, which has not been previously tested for aerosol applications, was found to perform better than a temporally and spatially constant covariance inflation. Problems were identified with the constant inflation in regions with limited observational coverage. The second major finding of this work is that combined meteorology and aerosol source ensembles are superior to either in isolation and that both are necessary to produce a robust system with sufficient spread in the ensemble members as well as realistic correlation fields for spreading observational information. The inclusion of aerosol source ensembles improves correlation fields for large aerosol source regions such as smoke and dust in Africa, by statistically separating freshly emitted from transported aerosol species. However, the source ensembles have limited efficacy during long range transport. Conversely, the meteorological ensemble produces sufficient spread at the synoptic scale to enable observational impact through the ensemble data assimilation. The optimized ensemble system was compared to the Navy’s current operational aerosol forecasting system which makes use of NAVDAS-AOD (NRL Atmospheric Variational Data Assimilation System for aerosol optical depth), a 2D VARiational data assimila-
tation system. Overall, the two systems had statistically insignificant differences in RMSE, bias and correlation, relative to AERONET observed AOT. However, the ensemble system is clearly able to better capture sharp gradients in aerosol features compared to the variational system, which has a tendency to smooth out aerosol events. Such skill is not easily observable in bulk metrics. Further, the ENAAPS-DART system will allow for new avenues of model development, such as more efficient lidar and surface station assimilation as well as adaptive source functions. At this early stage of development, the parity with the current variational system is encouraging.

1 Introduction

In support of monitoring aerosol impacts on air quality and climate, many of the world’s major weather and climate centers have engaged in the rapid development of operational aerosol data assimilation and forecasting capabilities (Tanaka et al., 2003; Zhang et al., 2008; Benedetti et al., 2009; Colarco et al., 2010; Sekiyama et al., 2010; Pérez et al., 2011). Operational forecasting centers are also making use of aerosol predictions to correct radiances for assimilation in numerical weather prediction (NWP) systems (e.g., Merchant et al., 2006; Wang and Niu, 2013; Bogdanoff et al., 2015), further motivating the development of aerosol forecasting and assimilation systems. As aerosol forecasting capabilities are further developed, many lessons can be learned from the NWP community. For example, forecast skill can be enhanced by moving from deterministic to ensemble-based simulations (Kalnay, 2003). By using the ensemble average forecast, the most uncertain aspects of the forecast tend to be minimized, generally leading to an increase in skill (Kalnay, 2003). Additionally, ensemble systems provide a means for quantifying forecast uncertainty. Finally, ensemble systems provide an opportunity to apply Ensemble Kalman Filter (EnKF) data assimilation technologies which allow for flow-dependent corrections to the predicted state fields (Evensen, 1994; Houtekamer and Mitchell, 1998). As a result, ensemble-based forecasts are used by nearly all the major operational weather centers (Buizza et al., 2005).
The successful use of ensembles in the NWP community (Houtekamer et al., 2005; Whitaker et al., 2008; Szunyogh et al., 2008; Bowler et al., 2008; Miyoshi et al., 2010) has led to increased interest in the use of both single and multi-model ensembles for aerosol forecasting systems (Sekiyama et al., 2010; Sessions et al., 2015).

Current operational aerosol forecasts for the United States Navy are made by the Fleet Numerical Meteorological and Oceanography Center (FNMOC) and use the deterministic Navy Aerosol Analysis Prediction System (NAAPS, Christensen et al., 1997; Witek et al., 2007; Reid et al., 2009) combined with the Navy Variational Data Assimilation System for Aerosol Optical Depth (NAVDAS-AOD) (Zhang et al., 2008, 2011). NAAPS is an offline aerosol model driven by Navy global meteorological models; formerly the Navy Operational Global Analysis Prediction System- NOGAPS (Hogan and Rosmand, 1991) and currently the Navy Global Environmental Model NAVGEM (Hogan et al., 2014). In order to increase understanding of forecast uncertainty and aerosol forecasting dependencies on underlying meteorology, a 1° resolution, 20 member ensemble version of NAAPS (ENAAPS) was created. Encouraged by successes and what can be learned in aerosol EnKF data assimilation within an NWP framework (e.g., Sekiyama et al., 2010; Schutgens et al., 2010a, b; Pagowski and Grell, 2012; Khade et al., 2013), we also investigate the use of the ensemble forecasting system for operational aerosol data assimilation purposes by replacing the NAVDAS-AOD data assimilation system with the NCAR Data Assimilation Research Testbed (DART) implementation of an EnKF. In this paper, we describe the implementation of DART within the ENAAPS framework and document the initial tuning and evaluation using the operational 2D VAR system as a control for 2 and 6 month simulation periods in 2013. In Sect. 2, we describe the model, the numerical experiments conducted, and the evaluation method. In Sect. 3, we describe results for the 2 month tuning period (six week valid simulation) followed by a 6 month run for more robust comparison of the optimized system to the current NAVDAS-AOD control. In Sect. 4, we discuss the nature of the outcomes, and the positive and negative aspects of adopting an ensemble data assimilation system. We conclude with key points and lessons learned from this exercise.
2 Model and numerical experiment

2.1 NAAPS and ENAAPS

NAAPS is a global offline aerosol mass transport model based on the Danish Eulerian Hemispheric Model (Christensen et al., 1997) that produces deterministic 6 day forecasts of a combined anthropogenic and biogenic fine, smoke, sea salt, and dust aerosol on 25 vertical levels at 1/3° every six hours. While operational runs are generated at FNMOC, quasi-operational offline NAAPS runs are made in parallel at NRL with the latest model updates. A one degree reanalysis version of NAAPS for retrospective studies is also frequently employed and used as a baseline. NAAPS and its reanalyses have historically been driven by operational meteorological fields produced by the US Navy Operational Global Analysis and Prediction System (NOGAPS; Hogan et al., 1991) with a late 2013 transition to the Navy Global Environment Model (NAVGEM; Hogan et al., 2014). Because this study occurs during the transition period where many changes to NAVGEM were taking place, here we solely utilize NOGAPS data fields. A thorough description of basic NAAPS characteristics can be found in Witek et al. (2007) and Reid et al., (2009), but a brief synopsis is provided here, noting a few key differences in the NAAPS implementation. Smoke emissions from biomass burning are derived from satellite-based thermal anomaly data used to construct smoke source functions via the Fire Locating and Modeling of burning Emissions-FLAMBE database (Reid et al., 2009; Hyer et al., 2013). However, for this global reanalysis a MODIS only version is used. Dust is emitted dynamically as a function of friction velocity, surface wetness, and surface erodibility using NAAPS standard friction velocity to the fourth power method, but with the erodibility map of Ginoux et al. (2001). Likewise, the sea salt source is dynamic in nature with emissions as a function of surface wind speed (Witek et al., 2007). A combined anthropogenic and biogenic fine aerosol species (ABF) is represented in the model which accounts for a combined sulfate, primary organic aerosol and a first order approximation of secondary organic aerosol. Anthropogenic emissions come from the ECMWF MACC inventory (Lamarque et al., 2010).
The current operational aerosol forecasting system involves a 2-dimensional variational (2D-Var) data assimilation system (NAVDAS-AOD, Zhang et al., 2008, 2014) which incorporates AOT retrievals (Zhang et al., 2005; Zhang and Reid, 2006, 2009; Hyer et al., 2011; Shi et al., 2011) to produce forecast initial conditions every 6 h. NAAPS with the NAVDAS-AOD data assimilation has been fully operational at FNMOC since 2010. The operational system serves as a member of the International Cooperative for Aerosol Prediction (ICAP) multi-model ensemble (Sessions et al., 2015) and is the baseline for comparison in this work.

With the exception of data assimilation (Sect. 2.2), the architecture of ENAAPS is very similar to the deterministic version of NAAPS. The model physical parameterizations are the same. However, instead of deterministic NOGAPS meteorology fields, NOGAPS ensemble meteorology fields are used. Twenty NOGAPS members were produced operationally at FNMOC at half degree resolution out to six days. For ENAAPS, all twenty NOGAPS ensemble members are used, truncated to 1° to match the deterministic NAAPS reanalysis. The NOGAPS ensemble members are produced using perturbed initial conditions based on the local ensemble transform methodology of McLay et al. (2010). As discussed in Sect. 2.3, both meteorology and source ensembles are tested in this work.

### 2.2 Ensemble data assimilation and DART

A core rationale for developing ENAAPS was to experiment with ensemble data assimilation techniques which have been successful in the operational arena (e.g., Sekiyama et al., 2010). For aerosol applications, a number of data assimilation methodologies have been tested both regionally and globally and shown to improve model performance (Collins et al., 2001; Yu et al., 2003; Generoso et al., 2007; Adhikary et al., 2008; Zhang et al., 2008, 2011; Benedetti et al., 2009; Schutgens et al., 2010a, b; Rubin et al., 2014; Sekiyama et al., 2010). While the premise of these different approaches is the same (i.e. combine the model prediction and observations in a way that minimizes the analysis error), the representation of the model forecast error differs. The variational
approach, which is used in the current NAVDAS-AOD system, requires a priori assumptions about the model forecast error. On the other hand, the EnKF is based on the use of an ensemble of model forecasts to define the error where each forecast is considered to be a random draw from the probability distribution of the model’s state given all previously used observations. The use of ensembles to sample the error allows the error to evolve non-linearly in time with the flow-dependent covariances between different state components determining how observations impact the ensemble estimate. This is opposed to univariate NAVDAS-AOD assimilation which uses a static horizontal correlation model with an assumed lengthscale of 200 km around an observation (Zhang et al., 2008). EnKF representation of flow dependencies and the model error should, in theory, provide a more accurate adjustment of forecasts to new observations, resulting in a reduced error in the analysis state (Hamill and Whitaker, 2005). The focus in this work is to put an EnKF assimilation system into place to take advantage of ENAAPS and the ability of the EnKF to correct aerosol fields with flow-dependent covariances.

The Ensemble Adjustment Kalman Filter (EAKF) algorithm (Anderson, 2001), a variant of the more traditional EnKF implementation, has been set up with a six hour cycle, with analyses produced at 00:00, 06:00, 12:00, and 18:00 UTC each day.

DART has been developed since 2002 at the National Center for Atmospheric Research (NCAR) and is an open-source community facility for ensemble-based data assimilation research and development (Anderson et al., 2009). DART has been successfully applied to a host of meteorological and atmospheric composition data assimilation problems (e.g., Arellano et al., 2007; Khade et al., 2012; Raeder et al., 2012; Hacker et al., 2013 and many more). ENAAPS was interfaced with DART to take advantage of its EAKF algorithm and is further referred to as the ENAAPS-DART system. ENAAPS passes aerosol mass concentrations for each species as well as model-predicted AOT to DART every 6 h for assimilation of MODIS AOT retrievals. The posterior (analysis) aerosol mass concentrations are then passed back to ENAAPS to initialize the next model prediction cycle.
2.3 Experimental design

This study was conducted in two phases: (a) a two month spin up and simulation period for the July and August 2013 period to develop and optimize the DART EAKF implementation in ENAAPS, and (b) a six month April through September 2013 run to compare ENAAPS to a NAAPS baseline. These experiments are described in detail below.

2.3.1 DART EAKF implementation and optimization

As ensemble data assimilation systems can be sensitive to system design, a number of short experiments for July through August 2013 were run with ENAAPS-DART for system optimization. This time period is coincident with the peak of the African dust season, significant pollution events, and continental scale boreal fire outbreaks. The application of ensemble data assimilation to atmospheric prediction is complicated as the model datasets are large, multivariate, and multidimensional (Anderson, 2007). In atmospheric applications, it is always the case that the ensemble size is too small, resulting in sampling error and an under-prediction of the model uncertainty (Anderson and Lei, 2013). The under-prediction of model uncertainty, represented as insufficient variance in the ensemble members, can lead to poor performance and, in some cases, filter divergence in which the observations no longer impact the model state (Anderson, 2007). Several tuning techniques have been developed for alleviating the sampling issue for large models, including covariance inflation for increasing ensemble spread (Anderson and Anderson, 1999; Anderson, 2007, 2009) and localization for spatially limiting the impact of an observation (Hamill et al., 2001; Houtekamer and Mitchell, 2001).

A common method in ensemble data assimilation for increasing ensemble spread about the mean is multiplicative covariance inflation (Anderson, 2007; Anderson and Anderson, 1999). In multiplicative inflation, the difference between the ensemble mean and each ensemble member is increased, usually in the prior, by a predetermined fac-
tor that is greater than 1 (i.e. 1.1 produces a 10% increase in the difference). Sekiyama et al. (2010) used a multiplicative inflation factor of 1.1 for aerosol predictions, while Schutgens et al. (2010b) conducted sensitivity tests on the inflation factor and used values ranging from 1.03 to 1.30. These inflation factors are applied uniformly in both space and time. An alternative method to a uniform multiplicative inflation is adaptive covariance inflation (Anderson, 2009) which produces temporally and spatially varying inflation factors. This approach requires an additional assimilation step with an inflation factor associated with each element of the model state vector. In this work, a uniform multiplicative covariance inflation of 1.1 (i.e. 10%) in a fashion similar to Sekiyama et al. (2010) will be tested against the Anderson (2009) adaptive inflation (AI) algorithm. It should be noted that several initial tuning experiments were conducted in which a range of constant inflation factors were tested, in a similar fashion to Schutgens et al. (2010b). Due to the similarities across the experiments and the prior use of the 10% inflation in ensemble aerosol assimilation, only the 10% inflation results are presented to limit the number of experiments. AI has not been previously tested for aerosol applications.

In addition to an under-prediction of model uncertainty, sampling errors due to small ensemble size can lead to spurious correlations in the background error covariance at far distances. It has been shown that limiting the distance over which an observation impacts the state variables, or localizing, is effective in reducing the effects of these noisy correlations. For aerosol applications, state-space localization using the Gaspari and Cohn function (Gaspari and Cohn, 1999) and observation-space localization in the Local Ensemble Transform Kalman Filter (LETKF) using patch size have been demonstrated (Sekiyama et al., 2010; Schutgens et al., 2010a, b). A Gaspari and Cohn (1999) localization function is used in this work where the covariance magnitude decreases to zero at two times the selected cutoff length scale from the observation location. Several length scales were tested in initial tuning runs and a length scale of 1000 km is selected for use in this work. Since the findings from the localization tuning runs are
consistent with previously mentioned studies, the impact of the localization lengthscale on data assimilation performance is not a focus of this work.

The effectiveness of the ensemble data assimilation system is highly dependent on having sufficient spread in the ensemble members in order for the observations to impact the model forecast. While tuning methods such as covariance inflation and localization have been shown to be important for overcoming sampling error, the method for generating the ensembles themselves is an important consideration for an optimal aerosol forecasting system. The ensembles represent the uncertainty in the model forecast. For aerosol, sources of uncertainty include meteorology, sources, sinks, and any physics that impact aerosol concentration or intensive properties. Aerosol source ensembles are first tested since previous studies have relied on source perturbations alone (Schutgens et al., 2010a, b). Random perturbations with a 25% uncertainty are applied to the aerosol source functions for each species (ABF, smoke, sea salt, and dust). The random perturbation factor for ensemble member \( n \) and aerosol species \( i \) \((f_{i,n})\) is drawn from a normal distribution with a mean of 1 and a standard deviation of 0.25. The aerosol source for ensemble member \( n \) and species \( i \) \((S_{i,n}(xy))\) is described as:

\[
S_{i,n}(xy) = f_{i,n}S_{i}(xy)
\]  

(1)

where \( S_{i}(xy) \) is the initial aerosol source flux for aerosol type \( i \) at a given location \((xy)\). It should be noted that \( f_{i,n} \) is independent of location. Grid by grid perturbations were initially tested and found to have no impact on ensemble spread. Meteorology ensembles are evaluated in addition to the source draws, using the 20-member NOGAPS ensemble. The number of ensemble members is held fixed for all experiments (20 members) with the exception of a single 80-member simulation tested.

The initial conditions for the ENAAPS-DART experiments are generated using a 24 h ENAAPS forecast initialized with NAAPS/NAVDAS-AOD analysis fields, using the ensemble meteorology to allow some initial ensemble spread to develop. Subsequent forecast/assimilation cycles use the DART/EAKF data assimilation with the 6 h cycling...
run out for the July and August 2013 timeframe. The performance of the experimental simulations is evaluated in several ways. The first method is through examination of the prior 6 h forecast against MODIS AOT observations, before assimilation occurs, using diagnostics such as RMSE, bias, ensemble and total spread, number of assimilated observations, and rank histograms. In order to account for the effect of observation error in the rank histograms, the forecast values are randomly perturbed for each ensemble members by the observation error (Anderson, 1996; Hamill, 2001; Saetra et al., 2004). The focus of this observation-space evaluation is on the prior since this is a stronger indicator of how the assimilation is impacting the model predictions. Benchmarks of a good ensemble system include stability in ensemble spread, an RMSE that is small and comparable to the total spread, and rank histograms that indicate an ensemble distribution that is consistent with the observations (Anderson, 1996). Since aerosol composition and characteristics are variable depending on the type of aerosol sources and the location-dependent processes that impact transport, transformation, and lifetime, it is important to evaluate diagnostics regionally. The experimental 6 h AOT forecasts are evaluated over 13 land regions as indicated in Fig. 1 as well as six ocean regions, including the northern and Southern Hemisphere Pacific and Atlantic Oceans, the Indian and the Southern Ocean. In addition, the assimilation posterior fields are examined relative to ground-based 550 nm AOT fields based on NASA AErosol RObotic NETwork (AERONET) observations (Holben et al., 1998; O’Neill et al., 2003) as an independent evaluation of the data assimilation performance. The 550 nm AERONET AOT fields used for validation are interpolated based on AOT values from the 500 and 675 nm spectral channels, and are derived using a method described in Zhang and Reid (2006). A total of five short ensemble experiments for optimization are performed. These experiments are summarized in Table 1 and account for the method used for generating the ensemble members, number of ensemble members, and different covariance inflation methods. Using diagnostics, an ENAAPS-DART system configuration is selected and compared to the operational NAAPS/NAVDAS-AOD system.
2.3.2 Baseline evaluation of EAKF vs. variational data assimilation

Once a good configuration was identified, the ENAAPS-DART system was run out for a six month (1 April to 31 September 2013) period with 6 h cycling. The analysis fields (i.e. data assimilation posterior) from the six month ENAAPS-DART simulation are compared to ground-based AERONET AOT observations as an independent evaluation. Analysis fields produced from the NAAPS/NAVDAS-AOD system are similarly compared to AERONET AOT for the same six month time period. The NAAPS/NAVDAS-AOD simulations are run with a 1° resolution and incorporate the same MODIS AOT observational dataset for consistency.

The impact of the analysis fields produced from the EAKF and 2D VAR system on 24 h forecasts are also examined. Due to inconsistencies in the NOGAPS deterministic and ensemble meteorology, including differences in precipitation and wind speed, the 24 h forecast comparisons are conducted using the same meteorology. The deterministic 24 h forecast is initialized with the NAVDAS-AOD aerosol fields or with the ensemble mean aerosol fields from the ENAAPS-DART system (DART deterministic). The ensemble 24 h forecast is initialized with the same NAVDAS-AOD aerosol fields for all 20 ensemble members (ENAAPS-NAV) or with the ENAAPS-DART initial conditions.

3 Results

The results from this study are presented in three sections. First, the aerosol environment for the experimental time period is examined. This is followed by a section on the EAKF optimization for ENAAPS-DART over the six week mid-July through August, time period. Finally, an evaluation of the ENAAPS-DART system relative to the current operational system, NAAPS/NAVDAS-AOD, over the April through September time period is conducted.
3.1 Synopsis of global aerosol features

Average ENAAPS-DART AOT fields for the Boreal Spring (April, May) and Boreal Summer (June–September), 2013 are shown in Fig. 2. Seasonally-averaged AOT for ABF, smoke, dust, and seasalt aerosol are also presented. Variability in AOT is related to major monsoonal patterns and other climate shifts associated with the spring and summer time periods. Aerosol in Asia is heavily regulated by the monsoon with the pre-monsoon dry season exhibiting a peak in aerosol and an observed boreal summertime decrease due to removal by heavy precipitation. Smoke aerosol varies by region with the observed peaks coinciding with the regional dry seasons. Some key aerosol features are discussed for the boreal spring and the boreal summer seasons.

3.1.1 Boreal spring aerosol features

AOT attributed to smoke peaks in the Yucatan Peninsula in April and May, consistent with previous studies (Reid et al., 2004; Wang et al., 2006) and extends into the northern region of South America. During peak burning, smoke transport from these Central American fires impacted Texas and the Southeast United States. Biomass burning is also present in Asia during the pre-monsoon months of April and early May and is concentrated in Peninsular Southeast Asia, including Thailand and Cambodia.

Dust aerosol in Asia, originating from the Gobi and Taklimakan Deserts, peaks in spring due to intense frontal activity that favors lofting and contributes to the observed long-range dust transport that impacts North America in April. India is found to have a greater dust loading in the northern/northwest part of the country, originating from the Thar Desert in northwestern India. Saharan dust, although not in its peak during the April and May, dominates the AOT signal over North Africa with some outflow over the Atlantic Ocean. Under conditions of southwesterly flow, North African dust is transported into Europe and the Mediterranean region. Dust AOT in the Arabian Peninsula is slightly higher in the northern/northeast part of the peninsula. This pattern is consistent
with climatology which is attributed to a dominant high pressure system that produces transport from the south/west to the north/east (Shalaby et al., 2015).

The ABF combined aerosol, including both anthropogenic and biogenic species, is prevalent throughout the Northern Hemisphere. Peaks in ABF aerosol are observed over Asia in the boreal spring with plumes extending out over the Pacific and Indian Oceans. ABF is also observed over South America and is attributed to biogenic aerosol.

### 3.1.2 Boreal summer aerosol features

Although fires are present throughout the summer months, the largest Boreal fires occur in August in Siberia, with smoke aerosol transport from these events reaching western North America. The fires are attributed to a persistent high-pressure weather pattern in the Russian Arctic that resulted in unusually high temperatures and long periods of stable air. Wildfires are prevalent in the Western United States in July and August, with transport from these events impacting the Eastern US. This includes the California Rim Fire, one of the largest wildfires in California’s history, which occurred during August 2013 (Peterson et al., 2015). Burning events also occur in the Amazonian basin in South America. South Africa is characterized by large, persistent biomass burning events that peak in June through September with smoke transport over the South Atlantic Ocean. In the boreal summer, biomass burning events in Southeast Asia move further south and are concentrated in Borneo, Sumatra, and the Malaysian Peninsula.

Dust AOT values peak in the summer months over the North Africa, Sahara desert region, consistent with the literature (Prospero et al., 2013). The dust from Africa is transported over the Atlantic Ocean and was found to impact Central America and parts of the Southeast United States, in June, July and August. This is consistent with satellite measurements (Hsu et al., 2012) as well as aerosol records accumulated at Barbados (Prospero and Lamb, 2003), Puerto Rico (Reid et al., 2003), and Miami (Prospero, 1999), showing dust transport from the coast of Africa into the Caribbean Basin. Some transport of Saharan dust into Europe and the Mediterranean region is
also observed in the summer months. Over the Arabian Peninsula, dust AOT peaks in the summer months, particularly in the Southern region, extending over the Arabian Sea. The dust loading in India is concentrated in the south/southwest, as a result of transport from the Arabian Peninsula. In East Asia, dust AOT is limited to northern China and Mongolia.

Peak build-up of anthropogenic and biogenic fine aerosol in the Eastern US occurs during the summer months, consistent with the literature (Hsu et al., 2012). ABF buildup occurs over Europe during the summer months as well and is prevalent throughout Asia.

### 3.2 Ensemble data assimilation optimization

The EAKF optimization experiments focus on an evaluation of covariance inflation methods as well as an evaluation of the method for generating the ensemble (Table 1). Monthly-averaged posterior AOT fields for the EAKF optimization experiments, as well as the average difference in the posterior AOT relative to the combined meteorology and source ensemble experiment (Met+Source, adaptive), are presented in Fig. 3. Some key differences are that the experiments without ensemble meteorology forcing (Source, AI; Source, Const) tend to produce a smaller AOT, especially over the Siberian fire region and dust impacted regions, including North Africa, parts of the Arabian Peninsula, India, and East Asia. At the same time, higher AOT values are produced near select source regions such as smoke in South Africa and dust in parts of Africa, Arabian Peninsula, and Asia. With the meteorology ensemble (Met, AI), higher AOT values are predicted relative to the combined ensemble, especially in regions impacted by fires.

The following sections look in detail at the performance across the ENAAPS-DART experiments. In addition to bulk statistics, representative case studies pulled from Sect. 3.1 are used to further understand the impact of the configurations.
Evaluation of covariance inflation methods

Two covariance inflation methodologies, the constant 10% multiplicative inflation and the adaptive inflation, were tested with the source only ensemble simulation. Additional 10% constant covariance inflation experiments were not conducted since the results from the source only experiments clearly demonstrated the advantage of the AI methodology. The advantage of the adaptive inflation over the constant covariance inflation will be discussed below. The AI method itself requires some tuning to produce a stable system. As previously discussed, large persistent Siberian fires produced high smoke levels in the Eurasian Boreal region in August 2013. This region provided particular trouble for adaptive inflation, which under several configurations resulted in a blow-up of the inflation factor. The inflation factor blowup indicates that the discrepancy between the prior and observational distributions increased over time, producing unrealistic AOT values and aerosol mass concentrations, eventually leading the model to crash. An important tuning parameter for the adaptive inflation algorithm is the inflation factor standard deviation (Anderson, 2009). The selected standard deviation affects how quickly the inflation factor changes, especially in places like Siberia where the observations and prior ensemble are inconsistent. Adaptive inflation was tested with inflation factor standard deviations of 0.2, 0.4, and 0.6, with a selected value of 0.4. Other means were used to prevent the inflation factor from growing too large, including an applied maximum inflation factor of 1.5, preventing the inflation from growing beyond 50%. Additionally, a spatially uniform damping factor of 0.9 is applied to the prior inflation factors before each assimilation cycle. In the adaptive inflation algorithm, the prior estimates of the inflation factor are assumed to be equal to the posteriors from the previous cycle. With the 0.9 damping factor, the prior inflation is assumed to be 90% of the posterior. The system was found to be stable even under the extreme burning conditions in Siberia with the standard deviation of 0.4, maximum inflation of 1.5, and a damping factor of 0.9. Results are shown for this stable AI configuration.
While the 10% constant covariance inflation and AI produce similar results in well-observed regions, issues occur with the constant covariance inflation where there is limited observational coverage. For the experimental time period, the observation density for assimilated MODIS AOT is presented in Fig. 4e. Since the assimilated observations are heavily bias-corrected and cloud-screened, there are spatial gaps in the observational coverage, leaving many ocean and coastal regions with little observational constraint. If the observation density is compared to the prior ensemble spread, represented as the normalized standard deviation of the ensemble AOT, at the end of the constant inflation experiment (Fig. 4a), it is apparent that large spread develops where there is limited observational information, including high latitudes and spots over the Pacific Ocean. The ensemble spread at the end of the constant inflation experiment is much greater than that produced from AI in the other source only ensemble experiment (Fig. 4b). Figure 4 provides a sense of what the ensemble spread looks like spatially throughout the globe. The change in ensemble spread is also examined over time for a number of regions (Fig. 5). For most of the regions shown, the ensemble spread as a function of time is approximately the same for the source ensemble experiments with constant and adaptive inflation (Source, const and Source, adaptive). On the other hand, a difference is observed between the two experiments for the Southern Hemisphere Pacific Ocean with a steady growth in spread found for the constant inflation (Source, const) and a stable spread for the adaptive inflation configuration (Source, adaptive). The Southern Hemisphere Pacific Ocean has very little observational coverage compared to the other regions shown in Fig. 5. The growth in spread in the Southern Pacific Ocean for the constant inflation experiment is a result of having continuous inflation with no observations to bring the ensemble back to reality. This demonstrated growth in ensemble spread was also found across initial tuning experiments in which a range of constant inflation factors were tested (1.03–1.5). The only difference was the timescale over which the spread developed in under-observed regions. The average inflation factor for the source only adaptive inflation experiments is shown in Fig. 4f. The spatial pattern of the inflation factor follows the observation density spatial pattern.
with almost no inflation in the Pacific and Southern Ocean where limited observations are available. Although spatially and temporally constant covariance inflation has been the chosen method for aerosol applications in the past, it is not recommended since aerosol observations are spatially heterogeneous. On the other hand, adaptive inflation increases ensemble spread where there is observational information available, producing stability, a desirable characteristic for an ensemble system. These findings are consistent with idealized experiments and NWP applications of ensemble systems where a temporally and spatially varying inflation is recommended over a constant inflation approach (Anderson, 2009; Li et al., 2009; Miyoshi et al., 2011).

3.3 Evaluation of ensemble generation

In addition to evaluating the impact of the covariance inflation method, the impact of the ensemble generation approach is examined with a source-only, meteorology-only, and a combined meteorology and source ensemble experiment. One impact of using a source-only ensemble is that the ensemble itself has less spread (i.e. smaller standard deviation in ensemble AOT). The spatial differences between the experiment ensemble spreads are demonstrated in Fig. 4a through d, although these differences will vary with time. When comparing the adaptive inflation experiments, it is clear that including the meteorology ensemble increases the spread globally (Fig. 4b through d). This is especially true over the dusty Sahara and the entire Arabian Peninsula, where the standard deviation in AOT is on the order of 1 to 15 % (Fig. 4b) compared to the 5 to 50 % range seen with the inclusion of the meteorology ensemble (Fig. 4c and d). In particular, a large increase in spread is found at dust source regions. For example, the spread increases from approximately 20 to 50 % in the Northern Arabian Peninsula. As discussed in Sect. 3.1, summertime dust aerosol in the Arabian Peninsula comes from the northern region and is transported south. Similar increases are observed in Northern Africa which coincide with large dust source regions, such as the Bodele depression. Since dust emissions are dynamically driven, the inclusion of the meteorology ensemble, either by itself or with the source ensemble, greatly increases the...
spread in dust aerosol. Likewise, the meteorology ensemble increases spread for sea salt aerosol, which is also dynamically driven, over the Southern Ocean for example.

Whether the ensemble includes only the NOGAPS meteorology members or includes both the meteorology and source members, the ensemble spread is quite comparable, both spatially and temporally (Figs. 4 and 5). The meteorology ensemble appears to be the main driver of ensemble spread. The adaptive inflation compensates for differences in spread that result from including the source ensemble with the meteorology. For example, in the Northwest United States, an inflation factor in the range of 1.25 to 1.3 is applied with the combined meteorology and source ensemble. However, with the meteorology only ensemble, the inflation factor is greater, in the range of 1.3–1.4 (Fig. 4g and h). Occasionally, a larger inflation factor in the meteorology only ensemble experiment produces an ensemble spread that is greater than the spread in the combined ensemble, for example in the Eastern US and the Eurasian Boreal region in August. Additional diagnostics are needed to understand how well the ensemble spread represents actual uncertainty. It should be noted that the ensemble spread stabilizes very quickly for the AI experiments, reflected by a stable baseline ensemble spread (Fig. 5). This result indicates that only a short spin-up time is needed for these simulations.

A good means for determining how well the ensemble system represents uncertainty is a comparison of the prior total spread, the square root of the sum of the ensemble variance and the observational error variance, in AOT to the prior RMSE. The RMSE is calculated against the MODIS AOT observations, prior to assimilation. The total spread and the RMSE should have a ratio close to one if the ensemble is providing a good representation of model uncertainty. If the ratio is greater than one, the total spread is greater than the error and the uncertainty is overrepresented. For a ratio less than one, the uncertainty is being underrepresented. The RMSE of the 6 h forecast relative to MODIS AOT and the average ratio between the total spread and the RMSE for the four experiments are presented in Table 2. The results are shown on a global and regional basis, including over-land and over-ocean regions. Globally, the experimental
configuration with the smallest RMSE and a ratio closest to one is the combined meteorology and source ensemble experiment with adaptive inflation (Met+Source, AI). Performance varies by region for the different ENAAPS-DART configurations. The combined meteorology and source configuration (Met+Source, AI) has the smallest RMSE with the exception of East Asia, the Southern Hemisphere Atlantic and the Southern Ocean. In these identified regions, the source only configuration has a slightly smaller RMSE (Source, AI). The use of the source-perturbed ensemble is also beneficial in the North American Boreal and South Africa, both impacted by smoke aerosol, with the meteorology ensemble alone (Met, AI) having the worst performance. Additional investigation is required to understand the impact of the source ensemble in these regions. However, Central America is the only region where the difference in performance between the ENAAPS-DART configurations is statistically significant with the inclusion of the meteorology ensemble, either by itself or with the source ensemble, producing the smallest RMSE. Overall, the combined meteorology and source ensemble configuration produces the smallest RMSE in the 6 h forecast relative to MODIS AOT.

Further probing is required to understand the impact of the source ensemble on the RMSE for several identified regions, including South Africa and the North American Boreal region. Case studies were examined and it was found that including the source ensemble is beneficial for aerosol events that are large and spatially correlated, especially for cases where the observational information is limited due to heavy cloud cover. A smoke aerosol example for the Southern Africa burning region is presented in Fig. 6a. In this case, the ensemble correlation fields relative to a point near the center of a smoke plume are shown for the three AI experiments, along with the MODIS AOT observations for the event. Burning events in South Africa are persistent throughout this time period and large in scale. For the source only ensemble experiment, a clear structure in the correlation fields is observed. This structure is a result of the ensemble source perturbations for smoke in this case. By perturbing the smoke emissions using the same factor for a given ensemble member, a correlation between freshly emitted smoke aerosol is produced, creating the observed structure. The source per-
turbations essentially create infinite correlation lengthscales for freshly emitted smoke aerosol (i.e. all smoke emissions are correlated), only limited by localization. A very different relationship is observed for the meteorology-only ensemble with a much more spatially limited correlation field around the point of interest. When assimilating observations into these two experiments, the observational information will spread in a much different manner around the indicated point. The correlation fields for the combined meteorology and source ensemble experiment are a combination of the two. Since the presented South Africa case study is located within a large smoke source location, the ensemble correlations are mainly governed by the source perturbations with some influence by the meteorology. The structure from the source ensemble is present with more defined edges due to the inclusion of the meteorology ensemble, producing the smallest RMSE relative to MODIS AOT.

While in general the combined meteorology and source ensemble had the best performance, occasionally the source ensemble alone outperformed the combined ensemble. This is despite the fact that one would always expect the meteorology ensemble to improve performance. An example of this is shown in Fig. 6b for a North American Boreal smoke event on 15 August 2013. Smoke events in this region are not persistent, like the South African region, and vary between large, transported plumes that occur when smoke is injected above the boundary layer, sometimes spreading over thousands of miles (Fig. 6b), and less intense fire events that don’t make it above the boundary layer and behave independently (Fig. 6c). For the large transported plume shown in Fig. 6b, the ensemble correlation fields for the source only ensemble are spatially larger than the other two configurations causing the sparse observational information in the region (due to heavy cloud cover) to be spread out, producing the smallest RMSE. In this case, it appears that the meteorology ensemble might not be accurately representing the aerosol transport for this event or perhaps is overspread, producing a slightly larger (although not statistically different) RMSE. Additional tests with increased ensemble size may shed light on why the meteorology ensemble has a slightly negative impact on the performance for this event.
On the other hand, the source ensemble occasionally had a negative impact on the systems performance. An example of this is the spatially independent North American Boreal fires on 7 August 2013, shown in Fig. 6c. For this event, there are a cluster of fires (A) that coincide with the point around which the correlation fields are calculated. A second cluster of fires (B) is observed to the northeast of cluster A. These fires are much smaller and are independent of cluster A, as shown in the MODIS visible image. The meteorology ensemble has the most realistic correlation fields, statistically separating the two fire clusters, while the source ensemble configurations have correlation fields that statistically link the two fire regions. For this event, the meteorology ensemble alone produced the smallest RMSE. Other spatially independent events, including pollution events in the Eastern United States, showed similar performance issues with the source perturbed ensemble, which statistically links emissions that may be independent of each other. For these types of independent events, the source perturbations need to be done in a way that better captures the spatial correlations. While occasionally the source ensemble alone or the meteorology ensemble alone had slightly better performance, the combined meteorology and source ensemble had the overall best performance in RMSE against MODIS AOT. The caveats to this are useful case studies to determine in what ways the ENAAPS-DART system can be improved.

In addition to producing the smallest RMSE overall, the combined meteorology and source ensemble configuration (Met+Source, AI) has a total spread to RMSE ratio closest to one globally as well as regionally for South Africa, Europe, Eurasian Boreal, and East Asia (Table 2). For the remaining regions, differences in the ratio are largely due to differences in the RMSE with the total spread being approximately the same across the experiments. However, for some regions the ratio of total spread to RMSE was found to be dependent on the AOT value (Fig. 7). For example, in the North American Boreal region, the ratio tends to be greater than one for AOT values less than 0.1 with the ratio decreasing to approximately 0.5 as the AOT increases. At the lower end of the AOT distribution (< 0.1), the total spread (combined ensemble spread and observational error) exceeds the RMSE; however, it is found that the observational error
dominates the total spread (Fig. 7). This relationship is consistent across the experimental ENAAPS-DART configurations, represented by the different colors in Fig. 7. The result indicates that the observational error is likely too large for small AOT values, with similar results found for other fire-impacted regions (South America, Southern Hemisphere Atlantic). For data assimilation, an observational error that is too large translates to a reduced impact of the observation on the model state. For the case of large AOT in the North American Boreal for example, there is not enough spread and the uncertainty is underrepresented for all ENAAPS-DART experiments (Fig. 7). Likewise, other regions impacted by summertime burning events such as South America, the Southern Hemisphere Atlantic Ocean (Fig. 7), the Eurasian Boreal region, and the Western United States also have a tendency to underrepresent uncertainty for large AOT events. Smoke emissions have very large errors; often as large as an order of magnitude uncertainty (Reid et al., 2009, 2013; Hyer et al., 2013). As a result, a larger source perturbation (greater than the 25% standard deviation currently applied) for smoke emissions may be needed to produce a better tuned system. This reasoning is bolstered by initial AI tests that were not capped by a maximum inflation and produced inflation factors exceeding 10 in smoke-dominated regions, indicating a large discrepancy between the prior and observational distributions.

Rank histograms for select regions with representative results are shown in Fig. 8 for each of the four ENAAPS-DART configurations. The Eurasian Boreal smoke region rank histogram, consistent with the evaluation of the total spread to RMSE ratio, shows that the ensemble isn’t fully representing the distribution, with an excess of observations occurring for low ranks. The inclusion of the meteorology ensemble helps to reduce this excess, and even more so when both the meteorology and source ensemble are included. Similar results were found for other regions impacted by smoke (North American Boreal, South Africa, South America), indicating a positive bias associated with smoke aerosol and potential bias in the smoke emissions. The large observational errors found for small AOT values in smoke-dominated regions (Fig. 7), reducing the impact of these observations on the model state, is likely another contributing factor
to the observed positive bias in smoke regions. The increase in ensemble spread with the meteorology ensemble (Figs. 4, 5) helps to alleviate the bias in smoke-dominated regions. In the Eastern United States, the inclusion of the meteorology ensemble introduces some positive bias with a tendency to predict AOT that is greater than the observational MODIS AOT, however, the RMSE across configurations is the same. For dust dominated regions such as North Africa, the ENAAPS ensemble produces a good representation of the distribution with some negative bias in the source only configurations and a slight positive bias in the meteorology configurations. Regions such as Central America and India have a large negative bias in the source-only ensemble experiments. Including the meteorology ensemble greatly reduces this bias and helps to flatten the distribution. In general, an ensemble which is generated using both source perturbations and the NOGAPS ensemble does a better job representing the distribution and producing a better tuned system.

Independent evaluation of the experiments was conducted through comparison to AERONET AOT observations, which are not assimilated. In this case, the posterior ensemble mean AOT is being compared to the observations, since they are independent. Statistics, including RMSE and bias, were calculated at each AERONET site over the July through August time. Scatterplots of the RMSE relative to AERONET AOT at each site between the experiments are shown in Fig. 9 and are identified by region. With respect to the source only ensemble experiments (Source, constant vs. Source, adaptive), the performance is approximately the same at most sites (Fig. 9a). This is a result of having MODIS observational coverage in regions where AERONET sites are located, preventing issues with the constant inflation in under-observed locations as shown in the Southern Hemisphere Pacific Ocean. The adaptive inflation experiment outperforms the constant inflation at two Eurasian Boreal sites, likely due to the adaptive inflation factor being much greater than the constant 10% inflation. Additionally, the AI experiment outperforms at a single Southwest Asia site, a region lacking observational coverage. If deciding between a meteorology only ensemble and a source perturbed ensemble, in general the meteorology ensemble has a smaller RMSE, es-
especially over the Eastern United States, Central America, India, Southwest Asia, and Dakar, a dust-impacted site in North Africa (Fig. 9b). Many sites in these regions are impacted by dust transport events during the experimental time period. Evaluation of the AOT time series at the individual sites reveals that with the source ensemble only, these transported dust events are completely missed, while the event is captured in both the meteorology configuration and the combined meteorology and source configuration. The AOT time series for one of the dust impacted sites (University of Houston) in the United States is shown in Fig. 10 for all three adaptive inflation ensemble configurations (source only, met only, met+source). For these long-range dust transport sites, the combined ensemble and the meteorology ensemble alone perform approximately the same with a much smaller RMSE and bias than the source only configuration (Fig. 10). This result demonstrates the importance of the meteorology ensemble for long-range transport. The western US sites and several South American sites, on the other hand, perform better when the source ensemble is included with the meteorology (Fig. 9c). These sites are impacted by nearby smoke events such as the Rim Fire in the Western US. An AOT timeseries for the White Salmon AERONET site (Western US), including total and smoke AOT, is presented in Fig. 11. The combined meteorology and source ENAAPS-DART simulation does the best job capturing the peak smoke AOT, reflected by the difference in RMSE and bias. The effect of the source ensemble on the correlations for large smoke events, as previously shown for the South African and North American Boreal regions, is applicable in the Western United States as well. The difference in RMSE was statistically significant for the Central American, Eastern US, and India sites impacted by dust transport (between source and the two meteorology configurations) and the smoke impacted Western US sites (between meteorology only and meteorology plus source). For these sites, the combined meteorology and source ENAAPS-DART configuration had the smallest RMSE or the same as the meteorology configuration.

Based on the diagnostics from the different ENAAPS-DART configurations, the NO-GAPS meteorology ensemble combined with the perturbed aerosol source function
had the best overall performance. One additional test was conducted to examine the impact of increasing the ensemble size from 20 to 80 members. An additional ENAAPS-DART 80 member ensemble simulation was run with 80 meteorology members (NAVGEM) combined with the 25% source perturbations and adaptive inflation. The same localization was used, although the optimal localization length scale should increase with increasing ensemble members. Initial results show that performance gains can be made by increasing the ensemble number at most AERONET sites, including Beijing in East Asia and many Eastern US, North African, European/Mediterranean, and Boreal sites (Fig. 9d). A smaller RMSE was found with the 80 member ensemble for sites impacted by spatially large aerosol events, in which the source-perturbed ensemble had previously produced the smallest RMSE relative to observations. An example is shown for Sede Boker, a Mediterranean site impacted by dust and pollution aerosol (Fig. 12). Relative to the 20 member combined ensemble, the posterior AOT bias is reduced by nearly 50% and the RMSE is reduced by approximately 35%. With the 80 member ensemble, both the RMSE and bias are now less than that of the source-only ensemble configuration. It is expected that further reductions in RMSE can be achieved by tuning the localization lengthscale for the 80 member ensemble. The 80 member ensemble is not currently available for simulations over longer time periods. As a result, the 20 member combined meteorology and source ENAAPS-DART is used for evaluation against the current operational system, based on its performance against both MODIS AOT in the 6 h forecast and AERONET in the posterior AOT relative to the other configurations. However, the 80 member ensemble is very promising and will be explored in future work.

3.4 Baseline comparison of ENAAPS-DART to NAAPS deterministic system

3.4.1 Comparison of data assimilation analysis

To objectively determine the efficacy of the ENAAPS-DART system, the data assimilation analysis fields from the EAKF were compared to analysis fields produced by the
Understanding the difference in the analysis is important as the aerosol fields from the data assimilation serve as the initial condition for aerosol forecasts. Average analysis fields by month for the DART-EAKF and the 2D VAR NAVDAS-AOD data assimilation as well as the difference between the two are shown in Fig. 13. They both capture the same large features, such as dust from the Saharan Desert and the Arabian Peninsula, springtime burning in Central America, and Boreal fires including the August Siberian fires. However, there are clear differences between the two with the ENAAPS-DART system having a tendency to produce AOT fields on the order of 0.02 greater than the NAAPS/NAVDAS-AOD system. The difference between the two systems is reflected in the analysis increments with the tendency of NAVDAS-AOD to increase AOT on the order of 0.01 and the ENAAPS-DART having a tendency to decrease AOT on the order of 0.001. The smaller increments in ENAAPS-DART could indicate that the base system is more consistent with the assimilated observations or could be due to differences in forecast error characterization between the systems. Regions where the ENAAPS-DART system produces AOT fields less than the deterministic system include the South African and the August Siberian biomass burning regions, parts of the US and the tropical oceans, especially in the spring. Large differences in the Southern Ocean are attributed to differences in the ensemble and deterministic meteorology since there are few observations to assimilate in that region. There is also a large positive difference in AOT off the Western coast of Africa, centered on the equator in September. Speciated AOT for this location shows the presence of ABF, dust and sea salt, in addition to smoke, with a similar spatial pattern (Fig. 2). This is believed to be an artifact that developed from strong covariance inflation in this region, resulting in large ensemble spread that built up over time for all aerosol species. As previously discussed, large inflation develops with AI when there is a discrepancy between the observational and ensemble distributions. If consistency between model and observations can be achieved for this smoke dominated region by further tuning smoke emissions, the adaptive inflation...
will be reduced and should alleviate this problem. The need for tuning of the smoke emissions is also supported by findings in the EAKF optimization section.

The analysis fields from the two systems are compared against AERONET AOT both regionally and by site. A summary of regional statistics including RMSE, mean bias and $R^2$ are shown in Table 3. It was found that the regional RMSE values relative to AERONET AOT are not statistically different between the two data assimilation systems. The ENAAPS-DART system produced a slight reduction in RMSE relative to NAVDAS-AOD in the North American Boreal region, Central America, India, Peninsular Southeast Asia, and over the oceans. The largest difference in performance occurred in Peninsular Southeast Asia with the EAKF producing an RMSE that is 0.023 less than NAVDAS-AOD. For the remaining regions, NAVDAS-AOD produced a slightly smaller or the same RMSE as the EAKF with the largest difference in RMSE (0.016) produced in East Asia. While regional statistics are similar between the two data assimilation systems, there is much more diversity in performance at individual AERONET sites. The AERONET site RMSE comparison between the EAKF and the variational system are shown in Fig. 14. The diversity in site performance is reflected by the scatter in site RMSE by region. For example, analysis AOT produced by ENAAPS-DART had a smaller regional RMSE relative to AERONET over India. A nearly 50% reduction in RMSE is seen at two AERONET sites in India with the EAKF, however, there are several sites where NAVDAS-AOD has a smaller RMSE. The opposite is seen in South America where on a regional basis analysis AOT from NAVDAS-AOD had a smaller RMSE, but there are several sites in which a smaller RMSE is associated with ENAAPS-DART, including one site with a reduction in RMSE of approximately 70%.

Site by site differences in RMSE are useful in identifying ways to further improve the ENAAPS-DART performance. A good example of this is the Eastern United States in which the NAVDAS-AOD system produced a smaller regional RMSE relative to AERONET (Table 3); however, performance varies by site (Fig. 14). Upon further investigation, the Eastern US sites where EAKF does better are affected by long-range dust transport, including sites in the Houston area. For example, the variational system
had an RMSE of 0.065 at the University of Houston AERONET site, compared to the 0.060 RMSE from the EAKF system over the six-month time frame. Likewise, several of the European sites in which the EAKF produced a smaller RMSE are also impacted by long-range transport events. EAKF appears to have an edge over the variational system when it comes to capturing long-range transport. This is not unexpected given that ensemble data assimilation has flow-dependent covariances. On the other hand, having a 2.5° univariate adjustment around an observation as is done in the variational assimilation appears to perform better for complex local sources which behave independently, as is likely the case for many Eastern US and European cities (i.e. local point sources, transportation) and the North American Boreal region (independent fires). Improvement in the EAKF performance for these types of sources may be achieved by decreasing the lengthscale associated with the source perturbations. A more in depth investigation is needed to understand how to get the ensemble statistics correct for these types of independent source. Additionally, increasing the ENAAPS-DART ensemble size may change the performance relative to NAVDAS-AOD since initial tests with the 80 member ensemble indicate that an increase in ensemble size can result in better performance at most AERONET sites (Figs. 9d and 12).

While comparing the statistics at individual sites provides some insight into differences between the EAKF and the 2D VAR, it does not provide any insight into what is happening spatially. From examining the posterior fields produced from the two data assimilation methodologies, it is clear that while both methods are able to capture important aerosol features, the EAKF has an ability to capture sharp gradients. On the other hand, the 2D VAR, with its 2.5° univariate adjustment around an observation, tends to have a smoothing effect. This point is clearly demonstrated in an example of a dust plume transported over the Atlantic Ocean, off of the Sahara Desert. The example, shown in Fig. 15, shows the analysis increments for the NAVDAS-AOD 2D VAR system as well as analysis increments for ENAAPS-DART, both for the source only and the optimal combined meteorology and source ensemble. Even though the focus is now on the combined meteorology and source ensemble, the analysis increments
for the source-only ensemble further demonstrate why the meteorology ensemble is so important for these transported events. The univariate adjustments from the 2D VAR can be seen as circular bullets. On the other hand, the EAKF adjustments are more realistic and occur along the dust plume. The result is a dust plume which captures the sharpness of the dust front that is clearly seen in the MODIS image for this event (Fig. 15). On the other hand, the variational system produces a dust plume feature that is smoothed. This dust case demonstrates a major advantage of the EAKF system over the 2D VAR in its ability to spread information in a realistic manner and as a result, capture sharp gradients.

3.4.2 Impact of initial condition on short-term forecast

To investigate how the impact of data assimilation persists in the forecast, four sets of 24 h forecasts were run with the initial conditions produced from the DART-EAKF or the NAVDAS-2D VAR system. Each set of initial conditions were run in a deterministic and an ensemble configuration. This is done so that the initial conditions can be tested with the same NOGAPS meteorological fields driving the model simulations. For the deterministic version of the EAKF, the forecast is initialized with the ensemble mean (DART deterministic). For the ensemble version of NAVDAS-AOD, each of the 20 ensembles is initialized with the same aerosol initial condition and run using the meteorology ensemble (ENAAPS-NAV). The forecasts were compared to AERONET AOT. The 24 h forecast RMSE against AERONET AOT with bootstrapped 95% confidence intervals are 0.108(0.103–0.113), 0.107(0.102–0.112), 0.100(0.097–0.104), and 0.099(0.095–0.103) for the NAVDAS-AOD deterministic, DART deterministic, ENAAPS-NAV, and ENAAPS-DART, respectively. The RMSE from the forecasts initialized with the EAKF analysis fields is less than its variational counterpart in deterministic or ensemble forecast mode, although the RMSE values are not statistically different. It should be noted that running the forecasts as ensembles produces a smaller RMSE than a deterministic configuration. This result is in line with the general knowledge about ensembles from
NWP that ensembles tend to average out the most uncertain aspects of a forecast and therefore, reduce error.

Similar to the finding with respect to the analysis fields, the comparison to site AOT from AERONET provides valuable information, but does not provide a spatial picture of the forecast behavior. The same Saharan dust transport case shown in Fig. 15 is examined in Fig. 16, however, now the plume is forecasted out to 24 h. These results are initialized with either the NAVDAS-AOD or the DART-EAKF analysis fields. Results are shown for the four forecast configurations, including deterministic and ensemble forecasts. The MODIS visible image and MODIS AOT for the dust case is also included and shows a narrow band of high optical thickness at the leading edge of the dust front. Both of the forecasts initialized with the 2D VAR fields capture the event, but like the analysis fields, don’t capture the sharpness as seen in the MODIS image. However, the ensemble version of the 2D VAR forecast is smoother than the deterministic counterpart. On the other hand, the forecasts initialized with the EAKF fields do a better job capturing the leading edge of the dust front with the ENAAPS-DART version being smoother than the deterministic counterpart along the dust front. This demonstrates that the sharpness achieved in the ensemble data assimilation propagates in the forecast and is an advantage of using the EAKF initial conditions over the variational initial conditions for the short-term forecast.

4 Discussion

The optimization of the EAKF data assimilation from DART for use with the ensemble version of NAAPS revealed several interesting insights about ensemble data assimilation for aerosol prediction. With respect to the ensemble, having both meteorology ensembles as well as perturbations to the aerosol source functions produce the best results. This is due to a combination of the meteorology ensembles being important for long-range transport events, as demonstrated by the dust transport examples shown in the results section, and the source ensemble being important for large local aerosol
sources with spatial correlations, as demonstrated by several smoke aerosol cases. There are caveats to this when dealing with aerosol sources for the same species with behavior that is spatially independent. This is believed to be the case for fires in the North American boreal region during the experimental summer 2013 time period. The application of the source perturbation to fires in this region creates spatial correlations, due to the manner in which the perturbations were applied, that are not real if the fires are behaving independently. This can be tested by applying source perturbations that are not spatially correlated in this region and allow the remaining fires to be perturbed as usual. Likewise, performance issues were identified for the EAKF in the Eastern United States and Europe. This may be a result of pollution sources of aerosol, such as point sources, which would have independent behavior. Further investigation is needed to understand how to properly capture the ensemble statistics in regions dominated by independent aerosol sources in order to improve performance.

The evaluation of the ensemble diagnostics for the ENAAPS-DART optimization also highlighted some potential issues with the smoke emissions used in the simulations. In particular, regions dominated by smoke aerosol did not have sufficient spread at high AOT values, as indicated by the total spread (ensemble spread combined with observational error) being much less than the RMSE. Likewise, the rank histograms show an excess at the lower ranks, indicating a positive bias with respect to smoke aerosol. The smoke emissions used in the simulations are based on MODIS. Smoke emissions are highly uncertain, often having several factors of uncertainty, which could be contributing to the observed bias. It is also known that remote sensing algorithms have difficulty in detecting small fires without a large enough thermal signal (Schroeder et al., 2008), and therefore, smoke aerosol from small fires may be underrepresented. The analysis of total spread to RMSE for smoke dominated regions indicated that the observational error may be too large for small AOT values, which could also contribute to the positive bias observed in smoke regions. Additional tuning of the smoke sources or including the aerosol sources as part of the state to be estimated by the data assimilation may be a means for overcoming this type of bias in the smoke emissions.
For overcoming sampling errors inherent in ensemble data assimilation, both spatially and temporally constant multiplicative covariance inflation and an adaptive covariance inflation algorithm were tested. Although the constant covariance inflation has been used in past applications of ensemble data assimilation for aerosol prediction, the results in this study show that this is not the best approach. The constant inflation produced an unstable system in regions without good observational coverage. This result is likely applicable to any data assimilation problem where the observation density is not spatially uniform (i.e. other atmospheric tracers). An adaptive inflation method from Anderson (2009) was tested for the first time, to our knowledge, for an aerosol application. The results showed that the adaptive inflation increases ensemble spread only where observational information is available, preventing the issue seen with the constant inflation. The ENAAPS-DART experiments using adaptive inflation had stable ensemble spread with time, an indicator of a healthy ensemble system. This is the recommended inflation method for aerosol and potentially other atmospheric tracers.

Relative to the current operational 2D VAR data assimilation system, the EAKF produced analysis fields that had similar results in regional RMSE, bias, and $R^2$ against AERONET AOT. However, differences were more apparent at individual AERONET sites. The EAKF outperformed the variational assimilation at sites that were impacted by long-range transport, including several Eastern US, Europe, and Central America sites. This is not unexpected given that the EAKF uses flow-dependent covariances. Additionally, the source ensemble provides an advantage of producing more structured ensemble covariances for regions impacted by large aerosol sources that are spatially correlated. This provides an advantage over the 2D VAR, particularly at several dust-impacted sites located in North Africa and the Mediterranean region. On the other hand, the univariate adjustment by the variational data assimilation performed better in regions where the sources behave independently, as was seen at several European, Eastern US, and North American Boreal sites. Further investigation is needed to understand how to better characterize statistics for regions impacted by independent sources in order to push the EAKF ahead of the 2D VAR for these types of regions.
While the EAKF and 2D VAR were both capable of capturing aerosol features, reflected by the similarity in regional statistics, the EAKF provided an advantage in being able to better capture events spatially. This was demonstrated for a dust transport case off of the coast of Western Africa. By using the ensemble statistics to spread observational information, the EAKF is able to capture sharp gradients that are smoothed out in univariate assimilation methods, effectively reducing true model resolution. This provides a particularly important advantage to the EAKF, especially when moving to higher resolution simulations. Based on these results, the EAKF should be able to take advantage of resolution increases while the 2D VAR may smooth out any resolution advantage.

Forecasts out to 24 h were conducted using the initial conditions from the DART and the NAVDAS-AOD data assimilation, in a deterministic and an ensemble configuration. The forecasts initialized with EAKF initial conditions had smaller RMSE, although not statistically different, in the 24 h forecast than their variational counterparts. Also, the ensemble configurations had smaller RMSE relative to the deterministic configurations. An additional advantage of the ensemble configuration is that uncertainty information in the forecast can be extracted at a given time using the ensemble members. This is an important reason why many NWP forecasting centers have moved towards ensemble prediction systems and aerosol forecasting should move in the same direction. In order to evaluate the spatial impact of the different forecast configurations, the 24 h forecast of the same Saharan dust transport case used to evaluate the analysis fields was examined. With the DART-EAKF initial conditions, the sharpness of the dust feature is predicted and even more so in the ENAAPS-DART configuration. The findings from this study show that an ensemble prediction system, including an EAKF data assimilation for producing initial conditions combined with a probabilistic forecast, demonstrate an advantage over the current operational deterministic system with a univariate variational data assimilation architecture. With some further tuning for the ENAAPS-DART system based on the findings from this study, additional advantages over the NAAPS/NAVDAS-AOD system can likely be attained.
5 Conclusion

This study evaluates the performance of an ensemble aerosol prediction system, ENAAPS-DART, for Navy applications under several configurations, as well as against the current operational system (NAAPS/NAVDAS-AOD). The major findings from this work are:

– The use of the meteorology ensemble is essential for capturing long-range aerosol transport events. This was demonstrated for dust transport cases off the coast of Africa, as well as at dust impacted AERONET sites in Central America and the United States.

– The source ensemble is beneficial for capturing spatially large aerosol events, including smoke and dust cases. This was demonstrated for large burning events over Southern Africa and the North American Boreal region.

– The source ensemble can also have a negative impact for regions with sources that behave independently. This is the case for many North American boreal fires that are small and independent. This is also believed to be the case for pollution dominated sites in the United States and Europe. Source ensembles which better represent the statistics for these independent cases are needed.

– An adaptive covariance inflation is recommended over a spatially and temporally uniform covariance inflation. The adaptive approach overcomes instability issues that arise due to spatially heterogeneous observations with the constant inflation approach.

– Performance gains can be achieved by increasing the ensemble size from 20 to 80 members. Further gains may be achieved with optimization of the 80 member ensemble (i.e. localization and inflation).

– The ensemble system underrepresents uncertainty for large smoke events and has some positive bias relative to MODIS AOT observations. Additional tuning of
smoke aerosol emissions is needed. Positive bias in the Eastern United States was also found with the ensemble system. Further work needs to be conducted to determine how to better capture complicated pollution aerosol sources.

- The aerosol analysis fields produced from the DART-EAKF data assimilation system and the NAVDAS-AOD 2D VAR data assimilation system have similar RMSE and bias relative to AERONET sites on a regional basis. This indicates that both data assimilation systems are able to capture similar aerosol features. However, spatially, the EAKF does a better job of capturing sharp gradients while the 2D VAR system has a smoothing effect. This is a result of the EAKF being able to spread observational information in a flow-dependent manner.

- The ENAAPS-DART system and the NAAPS/NAVDAS-AOD system also had similar RMSE statistics relative to AERONET AOT in the 24 h forecast. However, the sharpness of features is maintained in the 24 h forecast with the ENAAPS-DART system, as demonstrated for the Saharan dust transport case. This is a major advantage over the current operational system.

The ENAAPS-DART system outlined in this work will serve as the base ensemble aerosol prediction system for Navy applications and will serve as a testbed for assimilation of additional, spatially-limited observations, such as ground-based and LIDAR observations. ENAAPS-DART will also be used to evaluate aerosol forecast uncertainty, an additional advantage over the current deterministic system. Means for evaluating ensemble system performance were outlined in this work and may provide a useful guideline for future ensemble system developers, particularly with aerosol or other atmospheric tracers. Based on the results from this study, work is underway to understand how additional performance gains can be made in the ENAAPS-DART system through source tuning, increases in the number of ensemble members, and increases in model resolution.
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Table 1. Summary of five ENAAPS-DART experiments conducted for EAKF optimization. The experiments include variations in ensemble generation (meteorology or source only, meteorology with source ensemble), number of ensemble members, and the covariance inflation method. The meteorology ensemble uses NOGAPS ensemble meteorology fields and the source ensembles use a 25% random Gaussian perturbation to the aerosol source functions.

<table>
<thead>
<tr>
<th>Experiment Name</th>
<th>Ensembles</th>
<th>Inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source, const</td>
<td>Source, 20 member</td>
<td>10% Constant Covariance Inflation</td>
</tr>
<tr>
<td>Source, adaptive</td>
<td>Source, 20 member</td>
<td>Adaptive Inflation</td>
</tr>
<tr>
<td>Meteorology, adaptive</td>
<td>Meteorology Only, 20 member</td>
<td>Adaptive Inflation</td>
</tr>
<tr>
<td>Met+Source, adaptive</td>
<td>Meteorology + Source, 20 member</td>
<td>Adaptive Inflation</td>
</tr>
<tr>
<td>Met+Source, 80</td>
<td>Meteorology + Source, 80 member</td>
<td>Adaptive Inflation</td>
</tr>
</tbody>
</table>
Table 2. Global and regional diagnostics for four EAKF optimization experiments conducted during the Jul through Aug 2013 timeperiod. The diagnostics are computed using the ENAAPS-DART 6 h AOT (550 nm) forecasts against MODIS AOT (550 nm), prior to assimilation. The root mean squared error (RMSE) is shown as well as the average ratio between the total spread (ensemble spread in AOT + observational AOT error) and the RMSE. Well-tuned ensemble systems should have a small RMSE that is approximately equal to the total spread.

<table>
<thead>
<tr>
<th>Region</th>
<th>Source, const</th>
<th>Source, Al</th>
<th>Met, Al</th>
<th>Met+ Source, Al</th>
<th>RMSE (Standard Deviation)</th>
<th>Mean (Total Spread/RMSE) Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Source, const</td>
<td>Source, Al</td>
<td>Met, Al</td>
<td>Met+ Source, Al</td>
<td>Source, const</td>
<td>Source, Al</td>
</tr>
<tr>
<td>Global</td>
<td>0.127 (0.095)</td>
<td>0.123 (0.086)</td>
<td>0.122 (0.083)</td>
<td>0.115 (0.077)</td>
<td>0.802</td>
<td>0.82</td>
</tr>
<tr>
<td>North American Boreal</td>
<td>0.084 (0.074)</td>
<td>0.084 (0.074)</td>
<td>0.091 (0.079)</td>
<td>0.085 (0.072)</td>
<td>1.387</td>
<td>1.355</td>
</tr>
<tr>
<td>ECONUS</td>
<td>0.071 (0.04)</td>
<td>0.071 (0.038)</td>
<td>0.069 (0.031)</td>
<td>0.069 (0.033)</td>
<td>1.298</td>
<td>1.28</td>
</tr>
<tr>
<td>WCONUS</td>
<td>0.152 (0.119)</td>
<td>0.153 (0.123)</td>
<td>0.15 (0.114)</td>
<td>0.139 (0.111)</td>
<td>0.956</td>
<td>0.965</td>
</tr>
<tr>
<td>Central America</td>
<td>0.094 (0.052)</td>
<td>0.099 (0.051)</td>
<td>0.064 (0.038)</td>
<td>0.064 (0.038)</td>
<td>1.142</td>
<td>1.041</td>
</tr>
<tr>
<td>South America</td>
<td>0.069 (0.019)</td>
<td>0.071 (0.021)</td>
<td>0.076 (0.025)</td>
<td>0.067 (0.018)</td>
<td>1.158</td>
<td>1.149</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.133 (0.048)</td>
<td>0.128 (0.043)</td>
<td>0.14 (0.065)</td>
<td>0.124 (0.046)</td>
<td>0.69</td>
<td>0.745</td>
</tr>
<tr>
<td>North Africa</td>
<td>0.174 (0.111)</td>
<td>0.176 (0.099)</td>
<td>0.166 (0.086)</td>
<td>0.163 (0.082)</td>
<td>0.837</td>
<td>0.806</td>
</tr>
<tr>
<td>Europe</td>
<td>0.098 (0.045)</td>
<td>0.094 (0.039)</td>
<td>0.09 (0.036)</td>
<td>0.09 (0.037)</td>
<td>0.863</td>
<td>0.889</td>
</tr>
<tr>
<td>Eurasian Boreal</td>
<td>0.176 (0.211)</td>
<td>0.166 (0.193)</td>
<td>0.155 (0.181)</td>
<td>0.15 (0.167)</td>
<td>0.799</td>
<td>0.819</td>
</tr>
<tr>
<td>East Asia</td>
<td>0.143 (0.055)</td>
<td>0.141 (0.055)</td>
<td>0.165 (0.094)</td>
<td>0.161 (0.09)</td>
<td>0.951</td>
<td>0.956</td>
</tr>
<tr>
<td>India</td>
<td>0.149 (0.076)</td>
<td>0.158 (0.076)</td>
<td>0.134 (0.069)</td>
<td>0.134 (0.07)</td>
<td>1.131</td>
<td>1.007</td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>0.083 (0.036)</td>
<td>0.085 (0.037)</td>
<td>0.08 (0.036)</td>
<td>0.079 (0.035)</td>
<td>1.075</td>
<td>1.037</td>
</tr>
<tr>
<td>Australia</td>
<td>0.04 (0.006)</td>
<td>0.04 (0.006)</td>
<td>0.044 (0.009)</td>
<td>0.042 (0.007)</td>
<td>1.505</td>
<td>1.482</td>
</tr>
<tr>
<td>NH Pacific</td>
<td>0.089 (0.056)</td>
<td>0.091 (0.056)</td>
<td>0.088 (0.061)</td>
<td>0.082 (0.053)</td>
<td>1.242</td>
<td>1.237</td>
</tr>
<tr>
<td>SH Pacific</td>
<td>0.035 (0.013)</td>
<td>0.037 (0.013)</td>
<td>0.034 (0.011)</td>
<td>0.034 (0.011)</td>
<td>2.134</td>
<td>2.003</td>
</tr>
<tr>
<td>NH Atlantic</td>
<td>0.099 (0.061)</td>
<td>0.099 (0.061)</td>
<td>0.093 (0.058)</td>
<td>0.092 (0.058)</td>
<td>0.979</td>
<td>0.99</td>
</tr>
<tr>
<td>SH Atlantic</td>
<td>0.086 (0.086)</td>
<td>0.085 (0.093)</td>
<td>0.099 (0.147)</td>
<td>0.088 (0.11)</td>
<td>1.291</td>
<td>1.304</td>
</tr>
<tr>
<td>Indian Ocean</td>
<td>0.079 (0.036)</td>
<td>0.085 (0.036)</td>
<td>0.074 (0.033)</td>
<td>0.073 (0.031)</td>
<td>1.16</td>
<td>1.076</td>
</tr>
<tr>
<td>Southern Ocean</td>
<td>0.04 (0.018)</td>
<td>0.04 (0.016)</td>
<td>0.047 (0.021)</td>
<td>0.047 (0.021)</td>
<td>2.08</td>
<td>1.997</td>
</tr>
</tbody>
</table>
Table 3. Regional statistics of the analysis AOT against AERONET AOT (550 nm) (Zhang and Reid, 2006) for a six month simulation (April–September 2013). The statistics are shown for the analysis AOT produced by the variational NAVDAS-AOD assimilation system and the EAKF data assimilation from ENAAPS-DART.

<table>
<thead>
<tr>
<th>Region</th>
<th>Variational (NAVDAS-AOD)</th>
<th>EAKF (ENAAPS-DART)</th>
<th>AERONET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>Bias</td>
<td>RMSE</td>
</tr>
<tr>
<td>North American Boreal</td>
<td>0.38</td>
<td>0.021</td>
<td>0.068</td>
</tr>
<tr>
<td>ECONUS</td>
<td>0.55</td>
<td>−0.001</td>
<td>0.066</td>
</tr>
<tr>
<td>WCONUS</td>
<td>0.32</td>
<td>0.024</td>
<td>0.07</td>
</tr>
<tr>
<td>Central America</td>
<td>0.58</td>
<td>−0.023</td>
<td>0.107</td>
</tr>
<tr>
<td>South America</td>
<td>0.33</td>
<td>0.001</td>
<td>0.074</td>
</tr>
<tr>
<td>North Africa</td>
<td>0.58</td>
<td>0.002</td>
<td>0.161</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.67</td>
<td>−0.057</td>
<td>0.104</td>
</tr>
<tr>
<td>Europe</td>
<td>0.55</td>
<td>0.01</td>
<td>0.092</td>
</tr>
<tr>
<td>Eurasian Boreal</td>
<td>0.65</td>
<td>−0.005</td>
<td>0.068</td>
</tr>
<tr>
<td>East Asia</td>
<td>0.65</td>
<td>−0.04</td>
<td>0.168</td>
</tr>
<tr>
<td>India</td>
<td>0.38</td>
<td>−0.016</td>
<td>0.252</td>
</tr>
<tr>
<td>Insular SE Asia</td>
<td>0.52</td>
<td>−0.017</td>
<td>0.13</td>
</tr>
<tr>
<td>Peninsular SE Asia</td>
<td>0.64</td>
<td>−0.016</td>
<td>0.194</td>
</tr>
<tr>
<td>Southwest Asia</td>
<td>0.61</td>
<td>0.019</td>
<td>0.15</td>
</tr>
<tr>
<td>Australia</td>
<td>0.43</td>
<td>−0.008</td>
<td>0.043</td>
</tr>
<tr>
<td>Ocean</td>
<td>0.64</td>
<td>0.017</td>
<td>0.064</td>
</tr>
</tbody>
</table>
Figure 1. Diagnostic regions for evaluated ENAAPS-DART experiments. Black dots indicate AERONET sites with data available for 2013.
**Figure 2.** Seasonally averaged AOT (550 nm) fields (posterior), predicted by the ENAAPS-DART system, for the Boreal Spring (April, May) and Summer (June–September), 2013. Results are shown for total AOT and AOT attributed to combined anthropogenic and biogenic fine (ABF), smoke, dust, and seasalt aerosol, respectively.
Figure 3. Monthly averaged AOT (550 nm) for four ENAAPS-DART EAKF optimization experiments, including a source ensemble with constant inflation (Source, Const), a source ensemble with adaptive inflation (Source, AI), a meteorology ensemble with adaptive inflation (Met, AI), and a combined meteorology and source ensemble with adaptive inflation (Met+Source, AI). Also shown is the average difference in AOT between the identified ENAAPS-DART experiment and the combined meteorology and source ensemble experiment (Met+Source, AI).
Figure 4. The standard deviation of the prior ensemble aerosol optical thickness normalized by the ensemble mean at the end of the experimental time period (31 August 1800) for four ENAAPS-DART experiments: (a) source only ensemble with spatially and temporally constant 10% covariance inflation, (b) source only ensemble with adaptive inflation, (c) meteorology ensemble only with adaptive inflation, and (d) combined meteorology and source ensemble with adaptive inflation. Also shown are (e) the count of days with MODIS 1° gridded data assimilation quality AOT observations (Zhang et al., 2005, 2006; Hyer et al., 2011) available for assimilation during the 15 July to 31 August 2013 time period, and the average inflation factor for the (f) source only adaptive inflation, (g) the meteorology only adaptive inflation experiment and (h) the combined meteorology and source ensemble adaptive inflation experiment. For adaptive covariance inflation, regions with high observation density are coincident with inflation regions.
Figure 5. Timeseries of ensemble spread (AOT standard deviation) for 4 ENAAPS-DART experiments over the 15 July through August 2013 time period. Results are shown for 12 regions, including the Eastern United States, the Western US, Central America, South America, South Africa, North Africa, Europe, Eurasian Boreal, East Asia, India, Southeast Asia, and the Southern Hemisphere Pacific Ocean.
Figure 6. Ensemble correlation fields for three different aerosol events: (a) a South African smoke event on 2 August 2013, (b) a large North American Boreal smoke plume on 15 August 2013, and (c) small independent Boreal fires in North America on 7 August 2013. Correlation fields are shown for three ENAAPS-DART configurations, source ensemble (Source), NOGAPS meteorology ensemble (Meteorology), and a combined meteorology and source ensemble (Met + Source). Also included are the MODIS AOT (550 nm) observations for the smoke events, as well as a zoomed in look at the MODIS visible image with MODIS fire detections in red for the two North American Boreal cases.
Figure 7. Regional scatterplots of the ratio of total spread (combined ensemble AOT spread and MODIS AOT error) to RMSE against the ensemble mean AOT (550 nm) (top row) and the ratio of ensemble spread to total spread against the mean AOT (550 nm) (bottom row). Results are shown for four ENAAPS-DART configurations including source ensemble with constant covariance inflation, source ensemble with adaptive inflation, meteorology ensemble with adaptive inflation, and a combined meteorology and source ensemble with adaptive inflation.
Figure 8. Rank histograms for select regions for the four ENAAPS-DART experiments, including source only ensemble with constant and adaptive inflation (Source, const; Source, adaptive), meteorology only ensemble with adaptive inflation (Met, adaptive), and meteorology plus source ensemble with adaptive inflation (Met+Source, adaptive).
Figure 9. Scatterplots of ENAAPS-DART RMSE relative to AERONET AOT (550 nm, Zhang and Reid, 2006) by site between different ENAAPS-DART experiments. Sites are identified by region. Results are shown for (a) source only with constant covariance inflation vs. adaptive inflation, (b) meteorology only vs. source only ensemble, (c) meteorology only vs. meteorology + source ensemble, and (d) meteorology + source 20 member ensemble against a meteorology + source 80 member ensemble.
Figure 10. Timeseries of model predicted total AOT (grey) and dust AOT (red) with AERONET AOT (Zhang and Reid, 2006) (black) at 550 nm at the University of Houston AERONET site. Results are shown for adaptive inflation experiments with source only ensemble, NOGAPS meteorology ensemble, and a combined meteorology and source ensemble.
Figure 11. Timeseries of model predicted total AOT (grey) and dust AOT (red) with AERONET AOT (Zhang and Reid, 2006) (black) at 550 nm at the White Salmon AERONET site in the Western United States. Results are shown for adaptive inflation experiments with source only ensemble, NOGAPS meteorology ensemble, and a combined meteorology and source ensemble.
Figure 12. Timeseries of model predicted total AOT (grey) and dust AOT (red) with AERONET AOT (Zhang and Reid, 2006) (black) at 550 nm at the Sede Boker AERONET site, a Mediterranean site in the Negev Desert. Results are shown for the NAVDAS-AOD 2D-Var data assimilation as well as the ENAAPS-DART for the source only ensemble and the combined source and meteorology ensemble with 20 and 80 ensemble members. RMSE and bias relative to AERONET AOT are included.
Figure 13. Monthly averaged AOT fields (550 nm) from the ENAAPS-DART system and the NAAPS/NAVDAS-AOD system. Also shown is the monthly averaged AOT difference between ENAAPS-DART and NAAPS/NAVDAS-AOD.
Figure 14. Comparison of AERONET site RMSE (AOT, 550 nm) between ENAAPS-DART AOT analysis fields and NAAPS/NAVDAS-AOD analysis fields for simulations run over a six month time period (April through September 2013). Sites are identified by region.
Figure 15. An example dust transport case off the coast of West Africa (1 August 2013). Analysis increments (posterior AOT-Prior AOT) and posterior AOT (550 nm) are shown for the variational NAVDAS-AOD (first row), EAKF for ENAAPS-DART with source ensemble only and adaptive inflation (second row), and EAKF for ENAAPS-DART with the combined meteorology and source ensemble and adaptive inflation (third row). Also shown are MODIS observations, including a MODIS visible image of the dust event and a plot of all available MODIS AOT (550 nm) observations for the event from Terra and Aqua, below. It should be noted that not all available MODIS AOT observations are assimilated.
Figure 16. Example dust transport case off the coast of West Africa, initialized with analysis fields from Fig. 15, and forecasted out to 24 h. AOT (550 nm) results are shown for four different forecast configurations: a deterministic forecast initialized with NAVDAS-AOD fields (2D VAR); a deterministic forecast initialized with DART-EAKF fields (ensemble mean); an ensemble forecast initialized with NAVDAS-AOD fields; an ensemble forecast initialized with DART-EAKF fields. A MODIS visible image of the leading edge of the dust plume is also shown as well as MODIS AOT (550 nm) observations.