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General Comment:
The paper aims at demonstrating the possibility of improving the performance of a multi-model ensemble, made of data provided by many (21) participants (using different Eulerian chemical air quality models) at an inter comparison exercise, by an inspection. The inspection allows reducing the number of members of the ensemble to reach a better accuracy and, eventually, a more accurate estimate of the effects of a different emission scenario. Even if inspecting a multi-model ensemble of this kind is essential for many reasons, the methodology proposed is not robust and is not scientific rigorous (see all the major comments). The conclusions of the papers cannot be proven by the methodology proposed. For these reasons, my opinion is that the paper doesn’t meet the standard to be published on a scientific journal.

Major comments:
Line 55: The conclusion about the BIAS of two independent models is false. The two models m1 and m2 can be statistically independent but may have biases that don’t cancel out, i.e. the sum of the two model biases: mean(m1)+mean(m2)-2*mean(observations) may not be equal to zero. This sentence should be reformulated.

Line 56-59: The definition of spread has not been given. Even if it could be considered straightforward it should be specified (see [1]). I guess that the authors refer to the standard deviation about the ensemble mean. Furthermore, the statistical independence between the members doesn’t guarantee that the spread is a reliable measure of the model uncertainty. There are many other factors that may influence this skill of the ensemble, such as the number of members and particularly the ability of the ensemble members in reproducing the PDF of the observations. The statistical consistency of an ensemble is verified if an observation being forecast by a dynamical ensemble is statistically indistinguishable from the ensemble members [2]. Line 148-151: A more formal approach should be followed. The definition of variability should be given.

Line 158-187: The whole section lacks of a rigorous formal approach to allow better understanding the procedure, even without reading the others cited papers. How many data are used to compute the covariance matrix? Just using 12 data of the monthly means? If that were the case, the statistical significance of each element of the covariance matrix would be very low. The bootstrap confidence intervals could help in assessing such significance. How the mentioned projection of the so called “observation anomalies” is used? Because my understanding form the text is that only the explained variance of the first Eigen-vectors is used to draw conclusions on how the ensemble is “wise?”
The rank histogram, as the authors correctly mention, is meaningful if the number of pairs (forecast, observation) is much larger than the number of the ensemble members. In this paper, the former is 12 the latter is 21. As a consequence any conclusion drawn by the plots in Figure 2 is not statistical significant. If the authors added to each bin a consistency bar computed by using a binomial distribution (see for instance [3,4,5]) they would see that an empty “bin” is still consistent with a perfect flat histogram, because of the small number of data available. Furthermore the rank histograms should be plotted with N+1 bins on the x-axis where N is the number of members. If the members are 21, showing a scale of 25, as in figure 2, is misleading and can give a false “feeling” of over dispersion. (line 206 the bin must be 22 not 21!). A horizontal line indicating the prefect model should also be plotted. It’s not correct to state that an ensemble is “ill” just because a few data are analyzed or available. I would invite the authors to repeat this analysis by using more data such as hourly mean or daily means.

The statement is not very clear; my understanding is that a better precision (as defined by the authors) also implies a lower RMSE.

Table 2 and Figure 2: Which is the statistical significance of the values reported? The “best” models are selected computing the RMSE on 12 data? A bootstrap analysis would probably show several combinations of models exhibiting a RMSE with the same level of statistical significance.

Considering what mentioned in the previous comment, how the authors can be sure that the “best” combinations of models will provide the best performances also with a new emission scenario? Especially considering that the numerical models haven’t a linear response to a change of emission scenario. To prove that the best combinations remain the same in different conditions (meteorological or emissions), the data-set should be divided into two parts. One should be used to find the best combinations, the other to verify that the best combinations remain the same.

Minor comments: line 187: to me -> to be line 190 and -> an line 318 must be :“described in section 2” line 320 “four monde” ???


Interactive comment on Atmos. Chem. Phys. Discuss., 14, 30523, 2014.