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Abstract

Simulations of the global dust cycle and its interactions with a changing Earth system are hindered by the empirical nature of dust emission parameterizations in climate models. Here we take a step towards improving global dust cycle simulations by presenting a physically-based dust emission model. The resulting dust flux parameterization depends only on the wind friction speed and the soil’s threshold friction speed, and can therefore be readily implemented into climate models. We show that our parameterization’s functional form is supported by a compilation of quality-controlled vertical dust flux measurements, and that it better reproduces these measurements than existing parameterizations. Both our theory and measurements indicate that many climate models underestimate the dust flux’s sensitivity to soil erodibility. This finding can explain why dust cycle simulations in many models are improved by using an empirical preferential sources function that shifts dust emissions towards the most erodible regions. In fact, implementing our parameterization in a climate model produces even better agreement against aerosol optical depth measurements than simulations that use such a source function. These results indicate that the need to use a source function is at least partially eliminated by the additional physics accounted for by our parameterization. Since soil erodibility is affected by climate changes, our results further suggest that many models have underestimated the climate sensitivity of the global dust cycle.

1 Introduction

Mineral dust aerosols affect weather, climate, and the biosphere, including by scattering and absorbing radiation, altering cloud lifetime and reflectance, and serving as a nutrient source (Martin et al., 1991; Miller and Tegen, 1998; Forster et al., 2007). Conversely, the global dust cycle is highly sensitive to changes in climate (Tegen et al., 2004; Mahowald et al., 2006b; Washington et al., 2009), as evidenced both by global
dust deposition being several times larger during glacial maxima than during inter-
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glacials (Rea, 1994; Harrison et al., 2001) and by the apparent increase in global dust
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deposition over the past century (Prospero and Lamb, 2003; Mahowald et al., 2010).
The radiative forcing resulting from such changes in the dust cycle might have played
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a critical role in amplifying past climate changes (Jansen et al., 2007), and may play an
important role in present and future climate changes (Harrison et al., 2001; Mahowald
et al., 2010).

Unfortunately, an accurate quantification of dust interactions with the Earth system
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in past and future climates is hindered by the empirical nature of dust emission param-
eterizations in climate models. Since these parameterizations are generally tuned to
reproduce the current dust cycle (Ginoux et al., 2001; Zender et al., 2003a; Cakmur
et al., 2006), applying them to a past or future climate, with substantial differences in
global circulation and land surface, could produce large systematic errors. In particu-
lar, many dust modules in climate models use a preferential sources function (Ginoux
et al., 2001; Tegen et al., 2002; Zender et al., 2003b; Grini et al., 2005; Koven and Fung,
2010) to account for global variations in soil erodibility (the ability of a soil to produce
dust aerosols under a given wind stress in excess of the threshold stress needed to
initiate dust emission (Zender et al., 2003b)). That is, the flux of dust emitted through
wind erosion in a model grid cell is commonly represented by (Ginoux et al., 2001;
Zender et al., 2003a; Grini et al., 2005)

\[ \phi_d = C_{\text{tune}}SF_d, \]  

where \( C_{\text{tune}} \) is a global tuning constant, usually set to maximize agreement against
observations (Cakmur et al., 2006), and \( F_d \) is the vertical dust flux produced by an
eroding soil per unit time and area, as predicted by a dust emission parameterization
such as Gillette and Passi (1988) or Marticorena and Bergametti (1995) (hereafter
GP88 and MB95, respectively). The preferential sources function \( S \) is a function of
latitude and longitude, and usually shifts emissions towards the most erodible regions,
such as North Africa (Ginoux et al., 2001; Tegen et al., 2002; Zender et al., 2003b).
The need to add a source function to improve agreement against observations was first noted by the pivotal study of Ginoux et al. (2001). They used the observation of Prospero et al. (2002) that dust “hot spots” tend to be co-located with topographic depressions to design a source function based on the relative height of a model grid cell compared to its surrounding cells. However, some subsequent studies challenged this inference by Prospero et al. (2002) because (i) the used remote sensing product is sensitive to boundary layer height, which tends to be higher over depressions in central desert regions (Mahowald and Dufresne, 2004), and because (ii) advection causes the remotely sensed dust loading to be shifted downwind from source regions (Schepanski et al., 2009). Nonetheless, the use of source functions, and the consequent shift of emissions towards regions with observed high dust loadings (Ginoux et al., 2001; Prospero et al., 2002), substantially improves model agreement with measurements (Zender et al., 2003b; Cakmur et al., 2006). This suggests that a key piece of physics is missing from existing parameterizations. And indeed, GP88 does not account for the effect of sediment availability or other soil properties on soil erodibility, and MB95 accounts for the soil erodibility using an empirical fit to data from a single study (Gillette, 1979). Since empirical parameterizations and source functions cannot accurately capture changes in soil erodibility produced by climate changes, which for instance affect soil moisture content and soil aggregation (Zobeck, 1991; Fecan et al., 1999; Kok et al., 2012; Shao, 2008), their use could cause substantial errors in model estimates of climate-induced changes in the global dust cycle.

Here we attempt to improve the global dust cycle’s representation in climate models, in particular for climate regimes other than the current climate to which most models are tuned (Cakmur et al., 2006). We do so by first presenting a physically-based theory for the vertical dust flux emitted by an eroding soil. The resulting parameterization is in better agreement with dust flux measurements than existing parameterizations in most climate models, and is relatively straightforward to implement since it uses only globally-available parameters. A critical insight from the theory is that the dust flux is substantially more sensitive to changes in the soil state than most climate
models account for. The resulting underestimation of this sensitivity might explain why a source function that shifts emissions towards more erodible regions improves agreement against measurements. Indeed, we show that using our parameterization in a climate model produces better agreement against aerosol optical depth measurements than simulations that use a source function. Since soil erodibility is affected by climate changes, our results suggest that many models have underestimated the global dust cycle's climate sensitivity, and thus the radiative forcing resulting from the consequent change in atmospheric dust loading.

We derive our new dust emission parameterization in Sect. 2, after which we compare our parameterization’s predictions against a compilation of quality-controlled vertical dust flux measurements in Sect. 3. In Sect. 4, we then test our parameterization’s performance in a climate model by implementing it into the Community Earth System Model (CESM) and comparing the model predictions against measurements of aerosol optical depth by the AErosol RObotic NETwork (AERONET). We discuss the results and their implications for the dust cycle’s climate sensitivity in Sect. 5, and finally summarize and conclude the article in Sect. 6.

2 Derivation of physically-based dust flux parameterization

Because of their small size, dust particles in soils (<62.5 µm diameter, Shao, 2008) experience cohesive forces that are large compared to aerodynamic and gravitational forces. Consequently, dust aerosols are usually not lifted directly by wind (Gillette et al., 1974; Shao et al., 1993; Sow et al., 2009) and instead are emitted through saltation, in which larger sand-sized particles (∼70–500 µm) move in ballistic trajectories (Bagnold, 1941; Shao, 2008; Kok et al., 2012). Upon impact, these saltating particles can eject dust particles from the soil, a process known as sandblasting. Moreover, some saltating particles are actually aggregates containing dust particles. Upon impact, these aggregates can also emit dust aerosols (Shao et al., 1996).
We aim to obtain an analytical expression that captures the main dependencies of the emitted flux of dust aerosols on wind speed and soil properties. An important limitation is that, to allow implementation into climate models, this expression can only use parameters that are globally available. Our approach to achieve this objective combines a theoretical derivation with numerical simulations of dust emission. We start by introducing the main variables used in the theory in the next section, after we derive the components of the analytical expression of the vertical dust flux in Sect. 2.2. We combine all these components together to give the full dust emission parameterization in Sect. 2.3.

2.1 Definition of main variables

The dust flux emitted by an eroding soil depends on the properties of the soil and on the wind shear stress $\tau$ exerted on the soil surface (Marticorena and Bergametti, 1995; Shao et al., 1996; Shao, 2001; Alfaro and Gomes, 2001; Klose and Shao, 2012; Kok et al., 2012). This shear stress is characterized by the friction velocity $u^*$, which is a scaling parameter proportional to the velocity gradient in boundary layer flow, and is defined as (e.g., Bagnold, 1941; Shao, 2008; Kok et al., 2012)

$$u^* = \sqrt{\frac{\tau}{\rho_a}}, \quad (2)$$

where $\rho_a$ is the air density. Dust emission often occurs in the presence of non-erodible elements such as rocks and vegetation. Thus $\tau$ can be partitioned between the stress $\tau_R$ exerted on non-erodible roughness elements and the stress $\tau_S$ exerted on the bare soil; only $\tau_S$ produces dust emission (Raupach et al., 1993; Shao et al., 1996). In analogy with Eq. (2), we define the soil friction velocity corresponding to $\tau_s$ as

$$u_* = \sqrt{\frac{\tau_s}{f_{\text{bare}} \rho_a}}, \quad (3)$$
where $f_{\text{bare}}$ is the fraction of the surface that consists of bare soil.

The soil threshold friction velocity $u_{*t}$ is then the minimum value of $u_*$ for which the bare soil experiences erosion. $u_{*t}$ depends on both the properties of the fluid and on the gravitational and interparticle cohesion forces that oppose the fluid lifting of sand particles that initiates saltation (Kok et al., 2012; Shao and Lu, 2000). In principle, $u_{*t}$ can be estimated from field measurements, as long as a correction is made for the presence of non-erodible elements, as discussed in the Supplement. However, the theoretical interpretation of this threshold is complicated by several factors. For instance, the threshold friction velocities at which saltation is initiated (the fluid or static threshold $u_{*ft}$) and terminated (the impact or dynamic threshold $u_{*it}$) are not equal. For most conditions, the impact threshold is thought to be smaller than the fluid threshold, of the order of $\sim 85\%$ (Bagnold, 1941; Kok, 2010). Moreover, spatial and temporal variations in soil conditions (Wiggs et al., 2004; Barchyn and Hugenholtz, 2011), as well as large variations in instantaneous wind speed for a given friction velocity (Rasmussen and Sorensen, 1999), make it such that there is generally not a clear value of $u_*$ above which saltation does and below which it does not occur (Wiggs et al., 2004). Despite these problems, we neglect here for simplicity the temporal and spatial variability of $u_{*t}$ and also assume that $u_{*t} = u_{*ft} = u_{*it}$, as previous dust emission parameterizations have also done (e.g., Gillette and Passi, 1988, Shao et al., 1996, Marticorena and Bergametti, 1995).

In addition to $u_{*t}$, we define the standardized threshold friction velocity ($u_{*st}$) as the value of $u_{*t}$ at standard atmospheric density ($\rho_{a0} = 1.225 \text{ kgm}^{-3}$). Consequently, $u_{*st}$ is not only independent of the presence of roughness elements, but is also invariant to variations in $\rho_a$, and is thus equal for similar soils at different elevations. Therefore, $u_{*st}$ is a measure of the soil erodibility that depends on the state of the bare soil only. Since $u_{*t} \propto \sqrt{\rho_a}$ (e.g., Bagnold, 1941),

$$u_{*st} \equiv u_{*t} \sqrt{\rho_a / \rho_{a0}}. \quad (4)$$
We hypothesize that $u_{st}$ is a proxy for many of the soil properties known to affect dust emission, including soil cohesion, size distribution, and mineralogy (Fecan et al., 1999; Alfaro and Gomes, 2001; Shao, 2001). That is, although we do not understand in detail the effect of each of these soil properties on the dust flux (Shao, 2008), changes in soil properties that decrease the dust flux tend to also increase $u_{st}$. Consequently, it is possible that $u_{st}$ can be used to partially account for the poorly understood effect of these soil properties on the dust flux.

### 2.2 Detailed theoretical expression of the vertical dust flux

The starting point of our theory is the insight that a saltator impact will produce dust emission only if a threshold impact energy is exceeded (Rice et al., 1999), with the nature and value of this threshold depending on the soil type and state. For instance, for a soil with only a small fraction of suspendable particles, much of the dust is present as coatings on larger sand particles (Bullard et al., 2004), such that the relevant threshold is likely the energy required for rupturing these coatings. Conversely, for a soil containing a large fraction of suspendable dust particles, the threshold for fragmentation of brittle dust aggregates could be most important (Kok, 2011b). Since the theoretical size distribution predicted by brittle fragmentation theory is in excellent agreement with measurements, the threshold for fragmentation of soil dust aggregates might be the most relevant threshold for dust emission under many conditions (Kok, 2011b). For simplicity, we thus assume that the energy required for dust aggregate fragmentation is globally the most relevant dust emission threshold, but we note that the functional form of the dust flux parameterization derived below is likely relatively insensitive to the chosen threshold process (see further discussion in Sect. 3.6). The vertical dust flux $F_d$ (kg m$^{-2}$ s$^{-1}$) generated by a soil during saltation can then be written as

$$F_d = f_{bare}n_sf_{frag}m_{frag}c,$$

where $f_{bare}$ is the fraction of the surface that consists of bare soil, $n_s$ is the number of saltator impacts on the soil surface per unit area and time, $f_{frag}$ is the average fraction...
of saltator impacts resulting in fragmentation, \( m_{\text{frag}} \) is the mean mass of suspended dust produced per fragmenting impact, and \( \varepsilon \) is the mass fraction of emitted dust that does not reattach to the surface and is transported out of the near-surface layer where it can be measured (Gordon and McKenna Neuman, 2009). Since \( \varepsilon \) likely depends predominantly on the flow immediately above the surface, which remains relatively constant with wind speed (Ungar and Haff, 1987; Shao, 2008; Kok et al., 2012), we expect \( \varepsilon \) to be approximately constant for different wind conditions for a given soil. Finally, we obtain \( n_s \) from the balance of horizontal momentum in the saltation layer (Shao et al., 1996),

\[
n_s = \frac{C_{\text{ns}} \rho_a \left( u_s^2 - u_{*t}^2 \right)}{m_s v_{\text{imp}}},
\]

where the constant \( C_{\text{ns}} \approx 2 \) (Kok et al., 2012), and \( m_s \) and \( v_{\text{imp}} \) are the mean saltator mass and impact speed. Substituting Eq. (6) into Eq. (5) yields

\[
F_d = f_{\text{bare}} f_{\text{clay}} \varepsilon C_{\text{ns}} \rho_a \frac{\left( u_s^2 - u_{*t}^2 \right)}{v_{\text{imp}}} f_{\text{frag}},
\]

where we assumed that \( m_{\text{frag}}/m_s = \gamma f_{\text{clay}} \). That is, we assumed that \( m_{\text{frag}}/m_s \) scales with the volume fraction of the soil that contributes to the creation of dust aerosols (Sweeney and Mason, 2013). The size limit of dust relevant for climate is usually taken as \( \sim 10 \mu m \) (Mahowald et al., 2010, 2006b), but since the mass fraction of soil particles \( \leq 10 \mu m \) is not available on a global scale, we instead use the soil clay fraction \( \left( f_{\text{clay}}; \leq 2 \mu m \text{ diameter} \right) \), which is globally available (FAO, 2012). The dimensionless coefficient \( \gamma \) depends on the relative sizes of dust aggregates and saltators. Because many saltators are aggregates (Shao, 2008), we expect only modest variations in \( \gamma \) between soils and take it as a constant.
Since we expect variations of $\gamma$ and $\epsilon$ with wind and soil conditions to be less important (see above), we need to understand the dependence of $v_{imp}$ and $f_{frag}$ on $u_*$ and $u_{*st}$ in order to obtain the dust flux's dependence on $u_*$ and $u_{*st}$. We derive the dependencies of $v_{imp}$ and $f_{frag}$ on $u_*$ and $u_{*st}$ in the following sections through a combination of theory and simulations with the numerical saltation model COMSALT (Kok and Renno, 2009).

2.2.1 The mean saltator impact speed ($v_{imp}$)

After saltation has been initiated by the aerodynamic lifting of surface particles, new particles are brought into saltation primarily through the ejection, or splashing, of surface particles by impacting saltators (Ungar and Haff, 1987; Duran et al., 2011; Kok et al., 2012;). (Note that this is only correct for soils with a sufficient supply of loose sand particles. The present theory is not valid for soils that instead are supply-limited, which we discuss in further detail in Sect. 3.6) Saltation is thus in steady state when exactly one particle is ejected from the soil bed for each particle impacting it. Since the number of splashed particles increases with the impacting saltator’s speed (Kok et al., 2012), this condition for steady state is met at a particular value of $v_{imp}$. Consequently, theory and measurements indicate that $v_{imp}$ is independent of $u_*$ for steady-state saltation (Duran et al., 2011; Kok, 2011a; Kok et al., 2012; Ungar and Haff, 1987) (Supplement Fig. S1).

Although $v_{imp}$ is independent of $u_*$, it does depend on soil properties. In particular, the soil’s saltation threshold sets the wind speed in the near-surface layer (Bagnold, 1941), which in turn determines the particle speed (Duran et al., 2011; Kok et al., 2012). To first order then,

$$v_{imp} = C_v u_{*st},$$

where $C_v \approx 5$ since $v_{imp} \approx 1 \text{ m s}^{-1}$ for loose sand with $u_{*st} \approx 0.20 \text{ m s}^{-1}$ (Supplement Fig. S1).
2.2.2 The fragmentation fraction ($f_{\text{frag}}$)

An impacting saltator can fragment a dust aggregate in the soil if its impact energy exceeds a certain threshold (Kun and Herrmann, 1999; Kok, 2011b). The threshold impact energy per unit area $\psi$ (J m$^{-2}$) required to fragment a soil dust aggregate scales with the sum of the energetic cohesive bonds $E_{\text{coh}}$ between the constituent particles that make up the aggregate (Kun and Herrmann, 1999). That is,

$$\psi \propto \sum E_{\text{coh}}/D_s^2,$$

(9)

where $D_s$ is the saltator size, and the sum is over all interparticle bonds in the aggregate. Measurements and theory suggest that (Shao, 2001)

$$E_{\text{coh}} \propto \beta D_c^2,$$

(10)

where $D_c$ is the typical size of a constituent particle of the dust aggregate. The parameter $\beta$ (J m$^{-2}$) scales the interparticle force, which is the sum of a complex collection of individual forces, including van der Waals, water adsorption, and electrostatic forces (Shao and Lu, 2000). Consequently, $\beta$ depends on the state of the soil, including soil moisture content, mineralogy, and size distribution. Since the number of bonds in the aggregate scales with $D_{\text{ag}}^3/D_c^3$, where $D_{\text{ag}}$ is the aggregate size, Eq. (9) becomes

$$\psi \propto \beta D_{\text{ag}}^3/\left(D_s^2 D_c\right),$$

(11)

For highly erodible, dry soils, $\beta = \beta_0 \approx 1.5 \times 10^{-4}$ J m$^{-2}$ (Shao and Lu, 2000; Kok and Renno, 2006). Experiments suggest that most typical saltator impacts (i.e., $D_s = 100 \mu$m and $v_{\text{imp}} = 1$ m s$^{-1}$) eject dust for such highly erodible, dry soils (Rice et al., 1996), yielding $\psi_0 \approx 0.1$ J m$^{-2}$. Thus,

$$\tilde{\psi} = c_{\psi} \tilde{\beta},$$

(12)
where $\tilde{\psi} = \psi / \psi_0$ and $\tilde{\beta} = \beta / \beta_0$. The dimensionless parameter $c_\psi$ is of order unity and depends on the soil size distribution since it scales with $D_{ag}^3 / (D_s^2 D_c)$. In particular, because saltators are often aggregates (Shao, 2008), with both $D_{ag}$ and $D_s$ having typical sizes of the order of 100 µm (Shao, 2001), the leading order scaling is likely $c_\psi \sim D_{ag} / D_c$. Here we take $c_\psi$ as a constant, both because there are insufficient vertical dust flux data sets available that report a detailed soil size distribution, and because global soil data sets are not nearly detailed enough to represent spatial and temporal variability in the soil size distribution.

Since the soil’s standardized threshold friction velocity ($u_{*st}$) depends on the strength of interparticle forces (Shao and Lu, 2000), $\psi$ must increase monotonically with $u_{*st}$ (Shao et al., 1996). This is intuitive: soils that are more erosion resistant, for example with strongly-bound soil aggregates due to surface crusts or high moisture content, require a larger impact energy to fragment (Rice et al., 1996, 1999). For such soils, wind tunnel experiments show that only a small fraction of saltator impacts produce dust emission (Rice et al., 1996).

We calculate the fragmentation fraction $f_{frag}$ from the overlap between the probability distributions of $\psi$ and the saltator impact energy per unit area $E_{imp}$. Since $\psi$ is the sum of a large number of individual cohesive bonds, its probability distribution $P_\psi(\psi)$ is normally distributed per the central limit theorem (Kallenberg, 1997), with a mean $\overline{\psi}$ and standard deviation $\sigma_\psi$. The total fraction of saltator impacts that produces dust emission through fragmentation then equals

\[
f_{frag} = \int_0^{\infty} \int_0^{\infty} P_{E_{imp}}(E_{imp}) P_\psi(\psi) d\psi dE_{imp} = \int_0^{\infty} P_{E_{imp}}(E_{imp}) \left\{ 1 + \frac{1}{2} \text{erf} \left( \frac{E_{imp} - \overline{\psi}}{\sqrt{2} \sigma_\psi} \right) \right\} dE_{imp}, \tag{13}
\]
where erf is the error function, which results from the integration of the normally-distributed $\psi$.

**Determining the $P_{E_{imp}}$ with the numerical saltation model COMSALT**

In order to calculate $f_{\text{frag}}$ with Eq. (13), we require the probability distribution of saltator impact energies ($P_{E_{imp}}$) for given values of $u_\ast$, $\beta$, and $D_s$, which we obtain through simulations with the numerical saltation model COMSALT (Kok and Renno, 2009). This model explicitly simulates the trajectories of saltators due to gravitational and fluid forces, and accounts for the stochasticity of individual particle trajectories due to turbulence and collisions with the irregular soil surface. Moreover, COMSALT simulates the retardation of the wind profile by the drag of saltating particles, which is the process that ultimately limits the number of particles that can be saltating at any given time. Finally, in contrast to many previous models, COMSALT includes a physically-based parameterization of the ejection (“splashing”) of surface particles, based on conservation of energy and momentum (Kok and Renno, 2009). Because of this explicit inclusion of splash, as well as other improvements over previous studies, COMSALT is the first numerical model capable of reproducing a wide range of measurements of naturally occurring saltation.

Since COMSALT was developed for saltation of soils made up of loose sand, it must be adapted in order to simulate saltation over dust-emitting soils. For soils made up of loose sand, the splashing of new saltating particles is constrained predominantly by the momentum transferred by impacting saltators (Kok and Renno, 2009). That is, the total momentum of splashed particles scales with the impacting saltator momentum (Beladjine et al., 2007; Oger et al., 2008). For dust emitting soils, this situation is likely different, because saltating particles are more strongly bound in the soil by cohesive forces (Shao and Lu, 2000; Kok and Renno, 2009). We therefore assume that, for dust emitting soils, the number of particles splashed by an impacting saltator scales with its impacting energy (Shao and Li, 1999). Furthermore, in order for a saltating particle to eject another saltator from the soil, the impact must be sufficiently energetic.
to overcome the cohesive the bonds with other soil particles. Therefore, the larger the soil cohesive forces, the stronger the cohesive binding energy $E_{\text{coh}, s}$ with which sand-sized particles are bonded to other soil particles, resulting in a smaller number of splashed saltating particles $N$. That is,

$$ N \propto \frac{m_s v_{\text{imp}}^2 / 2}{E_{\text{coh}, s}}, \quad (14) $$

Since $E_{\text{coh}, s}$ scales with $\beta D_s^2$ (see Eq. 10 and Shao, 2001), Eq. (11) becomes

$$ N = a_E \frac{\rho_p D_s v_{\text{imp}}^2}{\beta}, \quad (15) $$

where the dimensionless parameter $a_E$ scales the number of splashed particles. We obtain $a_E = 6.1 \times 10^{-5}$ by forcing the minimum $u_*$ for which saltation can occur in COMSALT with $\beta = \beta_0$ to equal the minimal value of $u_{\text{st}}$ for an optimally erodible soil. We define this minimal value as $u_{\text{st}0}$, and measurements show that $u_{\text{st}0} \sim 0.16 \text{ m s}^{-1}$ for a bed of 100 µm loose sand particles (Bagnold, 1941; Iversen and White, 1982; Kok et al., 2012).

Other parameters of the splash process, such as the speed of splashed particles, the coefficient of restitution, and the probability that an impacting saltator does not rebound, are treated as described in Kok and Renno (2009). We thus neglect any change in these parameters with changes in soil cohesion since there is very little experimental data available to account for any such dependences (O’Brien and McKenna Neuman, 2012). COMSALT also computes the soil’s standardized threshold friction velocity $u_{\text{st}}$ as the minimum value of $u_*$ at which saltation can be sustained for a given value of $\beta$, following the procedure outlined in Kok and Renno (2009).

COMSALT simulations of $P_{\text{E}_{\text{imp}}}$ show that, although the mean saltator impact speed $(v_{\text{imp}})$ remains approximately constant with $u_*$ (see above), the distribution of $E_{\text{imp}}$ does not...
not (Fig. 1). Because the total drag exerted by saltators on the flow increases with \( u_* \), the wind profile lower in the saltation layer is relatively insensitive to \( u_* \) (Owen, 1964; Ungar and Haff, 1987; Duran et al., 2011; Kok et al., 2012). Conversely, the wind speed higher up in the saltation layer does increase with \( u_* \) (Bagnold, 1941), which causes the speed and abundance of energetic particles moving higher in the saltation layer to also increase. This causes a non-linear increase in the high-energy tail of \( P_{E_{imp}} \) with \( u_* \) (Fig. 1; also see Duran et al., 2011 and Kok et al., 2012).

**Dependence of \( f_{frag} \) on \( u_* \) and \( u_{*st} \)**

Since we can obtain \( P_{E_{imp}} \) for given values of \( u_* \), \( D_s \), and \( \beta \) (and thus \( u_{*st} \)) from COM-SALT simulations, we can use Eq. (13) to determine \( f_{frag} \) for given values of \( c_\psi \) and \( \sigma_\psi \). Given that the exact values of \( c_\psi \) and \( \sigma_\psi \) for any particular soil are unknown, our objective in using Eq. (13) is to understand the functional form of the dependence of \( f_{frag} \), and thus \( F_d \), on \( u_* \) and \( u_{*st} \). To understand these dependencies, we consider the distributions of \( E_{imp} \) and \( \psi \) for two limiting cases: a highly erodible and an erosion-resistant soil (Fig. 1). For a highly erodible soil, a large fraction of saltator impacts can be expected to produce fragmentation (Rice et al., 1996 and Fig. 1a), such that \( E_{imp} \sim \psi \). In this case, the value of \( f_{frag} \) is thus approximately constant with \( u_* \) (Fig. 1c). Conversely, when the soil is erosion-resistant, \( E_{imp} \ll \psi \), and only the high-energy tail of the impact energy distribution results in dust emission through fragmentation (Fig. 1b). Since this high-energy tail increases sharply with \( u_* \), \( f_{frag} \) also increases sharply with \( u_* \) (Fig. 1c). Consequently, \( F_d \) scales more strongly with \( u_* \) for erosion-resistant than for highly erodible soils.

Our results thus show that \( f_{frag} \) depends on both \( u_* \) and \( u_{*st} \) (Fig. 1c). Since \( f_{frag} \) is dimensionless, its dependency on \( u_* \) and \( u_{*st} \) should take the form of the non-dimensional ratios that capture the physical processes determining \( f_{frag} \) (Buckingham, 1914). That is, \( f_{frag} \) should depend only on (i) the dimensionless friction velocity \( u_*/u_{st} \), which sets the increase of the high-energy tail (Fig. 1), and (ii) the dimensionless stan-
The standardized threshold velocity $u_{st}/u_{st0}$, which sets the erodibility of the soil. From Fig. 1c, we infer

$$f_{frag} = C_{fr} \left( \frac{u_*}{u_{st}} \right)^\alpha. $$

(16)

Since this power law accounts for the dependence of $f_{frag}$ on $u_*/u_{st}$, the dimensionless fragmentation constant $C_{fr}$ and exponent $\alpha$ must depend only on the other dimensionless number, $u_{st}/u_{st0}$ (Buckingham, 1914). Since highly erodible soils with $u_{st} = u_{st0}$ have $\alpha \approx 0$ (Fig. 1), we hypothesize that

$$\alpha = C_{\alpha} \left( \frac{u_{st} - u_{st0}}{u_{st0}} \right), $$

(17)

where $C_{\alpha}$ is a dimensionless constant. Equation (17) is supported by numerical simulations of $f_{frag}$ for a range of plausible values of the saltator diameter $D_s$ and the threshold fragmentation energy’s normal distribution parameters (Fig. 2a).

The proportionality constant $C_{fr}$ in Eq. (16) must decrease sharply with $u_{st}$ (Fig. 1c), because increases in $u_{st}$ are primarily driven by increases in soil (aggregate) cohesion (Kok et al., 2012; Shao, 2008; Shao and Lu, 2000), for instance due to increases in soil moisture. Such increases in aggregate cohesion reduce the fragmentation fraction $f_{frag}$, and numerical simulations indicate that (Fig. 2b)

$$C_{fr} = C_{fr0} \exp \left( -C_e \frac{u_{st} - u_{st0}}{u_{st0}} \right), $$

(18)

where $C_{fr0} \approx 0.5$ is the fragmentation fraction for highly erodible soils (Fig. 1c), and $C_e$ is a dimensionless constant.
2.3 Full theoretical expression for the vertical dust flux

We complete our theoretical expression by substituting Eqs. (8) and (16)–(18) into Eq. (7), yielding

\[ F_d = C_d f_{\text{bare}} f_{\text{clay}} \frac{\rho_a \left( \frac{u_*^2 - u_{*t}^2}{u_*} \right)}{u_* u_* t} C_{\alpha} u_* t - u_{*t0} \left( \frac{u_*}{u_{*t0}} \right), \]  

(19a)

where

\[ C_d = C_{d0} \exp \left( -C_e \frac{u_* t - u_{*t0}}{u_{*t0}} \right), \]  

(19b)

with \( C_{d0} = \gamma \varepsilon C_{ns} C_{fr0}/C_V \). Equation (19) thus predicts that \( F_d \) scales with \( u_* \) to the power \( a = \alpha + 2 \). The dimensionless dust emission coefficient \( C_d \) is independent of \( u_* \), and is thus a measure of soil erodibility. More specifically, it quantifies the soil’s susceptibility to erosion under saltation bombardment. We determine the dimensionless coefficients \( C_{\alpha}, C_e, \) and \( C_{d0} \) through comparison against a quality-controlled compilation of vertical dust flux data sets in Sect. 3.

The decrease in the dust emission coefficient \( C_d \) with increasing \( u_{*t} \) accounts for a soil’s reduced ability to produce dust under saltation bombardment as the soil erodibility decreases. This is an important result, as this process is not included in the previous dust flux parameterizations of GP88 and MB95 that dominate dust modules in current climate models (e.g., Ginoux et al., 2001, Zender et al., 2003a). In particular, it implies that the dust flux is more sensitive to soil erodibility than climate models currently account for. We discuss this result and its implications further in Sect. 5.

Note that the dust flux parameterization of Eq. (19) is simpler than previous physically-based dust emission models (Shao, 2001; Shao et al., 1996). Since its main parameters (\( u_*, u_{*t}, \) and \( f_{\text{clay}} \)) are available in climate models, its implementation in models is relatively straightforward.
3 Assessment of parameterization performance using a quality-controlled compilation of dust flux measurements

We test our proposed dust emission parameterization using a compilation of quality-controlled literature data sets. We do so by first separately testing the two main improvements of Eq. (19) over previous theories: the linear increase of the dust emission coefficient $a$ with $u_{*st}$, and the exponential decrease of the dust emission coefficient $C_d$ with $u_{*st}$. This procedure also yields estimates of the dimensionless parameters $C_a$, $C_{d0}$, and $C_e$, subsequently allowing us to directly compare the measured dust flux against the predictions of Eq. (19).

The following section discusses the quality-control criteria that data sets need to meet in order to allow an accurate comparison against our theoretical expression. Section 3.2 then describes the various corrections applied to bring all data sets on an equal footing, after which Sect. 3.3 describes the procedure for determining the dust emission coefficient ($C_d$) and fragmentation exponent ($\alpha$) from literature data sets of dust flux measurements. We then test the functional form of the parameterization against the estimates of $C_d$ and $\alpha$ extracted from the literature data sets in Sect. 3.4, and test the parameterization’s predictions of the vertical dust flux against our dust flux compilation in Sect. 3.5. Finally, we discuss some limitations of our parameterization in Sect. 3.6.

3.1 Data set quality-control criteria

We strive to obtain a compilation of high-quality vertical dust flux measurements that we can use to test our new parameterization. We thus apply several quality-control criteria that data sets need to meet in order to be included in our compilation; these criteria are designed to ensure that the measured dust flux is governed by a soil in an approximately constant state. This is critical, because any changes in the soil state affects $u_{*t}$, which is one of the main parameters in our parameterization. Since changes in the threshold friction velocity can occur on timescales as short as an hour (Barchyn...
and Hugenholtz, 2011; Wiggs et al., 2004), we only use data sets for which all data was taken within a limited time period of up to $\sim 12$ h. This requirement excludes many of the data sets on which previous dust flux schemes were based, in particular data sets by Gillette (1979), Nickling and colleagues (Nickling, 1978, 1983; Nickling and Gillies, 1993; Nickling et al., 1999), and Gomes et al. (2003). In addition, we require that a data set contains sufficient measurements to reliably determine the threshold friction velocity for the measurements. Furthermore, we only use data sets of natural dust emission taken in the field, because the characteristics of saltation and dust emission simulated in (portable) wind tunnels have been shown to, in some cases, be substantially different from the characteristics of natural saltation (Sherman and Farrell, 2008; Kok, 2011a). Finally, the measurements should be made for relatively homogeneous terrain, such that the soil state is spatially approximately constant. This last constraint is only required for predicting the dust emission coefficient $C_d$. Therefore, data sets that meet all criteria except that of homogeneous terrain (i.e., the data sets of Fratini et al., 2007 and Park et al., 2011) are not used for comparison against the theoretical equations for $C_d$ and $F_d$, but are still used for assessing the fragmentation exponent $\alpha$.

Our literature search for vertical dust flux measurements that met the above quality-control criteria resulted in the identification of 6 studies: Gillies and Berkofsky (2004) (hereinafter referred to as GB04), Zobeck and Van Pelt (2006) (ZP06), Fratini et al. (2007) (FC07), Sow et al. (2009) (SA09), Shao et al. (2011) (SI11), and Park et al. (2011) (PP11). Images of the experimental sites of these 6 studies are shown in Fig. 3, and the main properties of each data set are summarized in Table 1. We used the original data for each of these 6 studies, and extracted 11 individual data sets from them. We describe the general procedures for correcting for differences between data sets and for extracting estimates of $u_{*t}$, $\alpha$, and $C_d$ in the next two sections. A detailed description of the analysis of each individual data set is provided in the Supplement.
3.2 Correcting for differences in averaging period and measured size range

A critical property of dust flux data sets is the time period over which measurements are averaged. In particular, since the vertical dust flux is non-linear in the friction velocity, the averaging period needs to be consistent among data sets (Sow et al., 2009; Martin et al., 2013). In setting the averaging period, an important consideration is that the friction velocity, being a turbulence parameter, is only meaningful when obtained over averaging periods long enough to sample a sufficient range of the turbulent eddies contributing to the downward flux of horizontal fluid momentum (Kaimal and Finnigan, 1994; Namikas et al., 2003; van Boxel et al., 2004). Moreover, the averaging period needs to be short enough such that the meteorological forcing of the boundary layer, which partially sets the downward momentum transfer, remains approximately constant. A compromise between these constraints is an averaging period of 30 min (Goulden et al., 1996; Aubinet et al., 2001; van Boxel et al., 2004; Fratini et al., 2007), which conveniently is also of the order of the typical time step in global models. We thus reanalyzed each data set using a 30 min averaging period. In order to get maximum use out of each data set, the data were averaged over 30 min with a running average (e.g., a 60 min continuous data set with 1 min resolution yielded 31 data points).

In addition to using the same averaging period for each data set, we also need to correct for differences in the measured dust size range between the data sets. We therefore corrected each data set to represent the mass flux of dust aerosols with a geometric diameter $D_d$ between 0–10 µm, which is a size range commonly represented in atmospheric circulation models (Mahowald et al., 2006b). Several of the dust flux data sets (e.g., GB04, ZP06) reported size ranges not in terms of the geometric diameter $D_d$, which is defined as the diameter of a sphere having the same volume as the irregularly-shaped dust aerosol, but in terms of the aerodynamic diameter, $D_{ae}$, which is defined as the diameter of a spherical particle with density $\rho_0 = 1000 \text{ kgm}^{-3}$ with the same aerodynamic resistance as the dust aerosol (Hinds, 1999). Therefore, depending on the data set, two separate corrections need to be made: one to correct from aero-
dynamic diameter to geometric diameter, and one to correct the measured geometric size range to 0–10 µm.

The geometric and aerodynamic diameters are related by (Hinds, 1999; Reid et al., 2003)

$$D_d = \sqrt{\frac{\chi \rho_0}{\rho_p}} D_{ae}, \quad (20)$$

where $\rho_p \approx 2.5 \pm 0.2 \times 10^3 \text{kgm}^{-3}$ is the typical density of a dust aerosol particle (Kaaden et al., 2009), and $\chi$ is the dynamic shape factor, which is defined as the ratio of the drag force experienced by the irregular particle to the drag force experienced by a spherical particle with diameter $D_d$ (Hinds, 1999). Measurements of the dynamic shape factor for mineral dust particles with a geometric diameter of $\sim 10 \mu m$ find $\chi \approx 1.4 \pm 0.1$ (Cartwright, 1962; Davies, 1979; Kaaden et al., 2009). Inserting this into Eq. (20) then yields that $D_d \approx (0.75 \pm 0.04)D_{ae}$, where the standard error was obtained using error propagation (Bevington and Robinson, 2003).

After converting each data set’s measured aerodynamic particle size range to a geometric size range as necessary, we corrected the measured dust flux by assuming that the size distribution at emission is well-described by the theoretical dust size distribution expression of Kok (2011b), which is in excellent agreement with measurements. For instance, Eq. (6) in Kok (2011b) predicts that $71 \pm 5 \%$ of emitted dust in the geometric 0–10 µm size range lies in the aerodynamic 0–10 µm size range (which is equivalent to the geometric 0–7.5 ± 0.4 µm size range). We thus apply a correction factor of $(0.71 \pm 0.05)^{-1} = 1.42 \pm 0.10$ in order to correct a measured aerodynamic PM$_{10}$ flux (e.g., GB04, ZP06) to a geometric ≤ 10 µm flux. Note that the uncertainty in the correction factor is propagated into the uncertainty on the value of $C_d$ extracted from each data set (see the Supplement).

In addition to correcting for differences between data sets in the averaging time and the measured size range, we also corrected for differences in the fetch length when possible (see Supplement text).
3.3 Procedure for obtaining $u_{st}$, $\alpha$, and $C_d$

After putting all data on an equal footing using the above procedures, we can extract the parameters $u_{st}$, $\alpha$, and $C_d$ from the dust flux data sets. Because $u_{st}$ is required to determine the other parameters, we first determined the soil’s threshold friction velocity for each data set.

Since many field experiments did not report the threshold friction velocity, and because of differences in the definition of threshold between data sets that did report a threshold friction velocity, we estimated $u_{st}$ in a similar manner for each data set as described in detail in Appendix B in the Supplement. In brief, we estimated $u_{st}$ using least-squares fitting of a second order Taylor series of Eq. (23) below to saltation flux measurements within a limited range around the threshold (Barchyn and Hugenholtz, 2011). If the data set did not contain sand flux measurements, we instead used a least-squares fit of a second order Taylor series of Eq. (19) to measurements of the dust flux.

After determining $u_{st}$ in this manner, we use the following procedure to extract $C_d$ and $\alpha$ from each data set’s dust flux measurements. Following Eq. (7), we start by calculating the dimensionless dust flux for each measurement of $F_d$ at given values of $u_*$ and $u_{st}$ (obtained as described below) as

$$\tilde{F}_d = \frac{F_d}{f_{\text{bare}} f_{\text{clay}} \rho_d (u_*^2 - u_{st}^2) / u_{st}}. \quad (21)$$

Through substitution of Eq. (19) we now obtain an analytical expression for $\tilde{F}_d$ as a function of $C_d$ and $\alpha$,

$$\tilde{F}_d = C_d \left( \frac{u_*}{u_{st}} \right)^\alpha. \quad (22)$$

We then use least-squares fitting of Eq. (22) to the values of $\tilde{F}_d$ calculated from dust flux measurements to determine the dust emission coefficient $C_d$ and the fragmenta-
tion exponent $\alpha$, as well as their uncertainties, for each data set. The least-squares fitting procedure and the calculation of uncertainties is described in more detail in the Supplement.

In addition, we obtain an independent estimate of the fragmentation exponent $\alpha$, and thus the dust emission exponent $a = \alpha + 2$, by using measurements of the sandblasting efficiency, which is defined as the ratio of the vertical dust flux to the horizontal saltation flux (Gillette, 1979). The sandblasting efficiency is thus defined for the data sets that reported measurements of both the dust flux and the (impact) flux of saltators at a certain height (i.e., ZP06, SA09, and SI11). This latter variable was usually measured with the Sensit piezoelectric instrument (Stockton and Gillette, 1990), which has been shown provide a good measure of the horizontal saltation flux (Gillette et al., 1997; van Donk et al., 2003).

We extract $\alpha$ from measurements of the sandblasting efficiency as follows. We start with the saltation mass flux, which is given by (Bagnold, 1941; Kok et al., 2012)

$$Q = \rho \alpha \left( u_{*}^2 - u_{*t}^2 \right) \frac{L}{\Delta v}, \quad (23)$$

where $L$ is the typical saltation hop length, and $\Delta v$ is the average difference between saltators’ impact and lift-off speeds. The ratio $L/\Delta v$ is thought to scale with the friction velocity,

$$\frac{L}{\Delta v} \propto u_{*}^{r}, \quad (24)$$

where the exponent $r$ ranges from 0 (Ungar and Haff, 1987; Duran et al., 2011; Ho et al., 2011; Kok et al., 2012) to 1 (Owen, 1964; Shao et al., 1993), such that we take $r = 0.5 \pm 0.5$. We now obtain an analytical expression for the sandblasting efficiency by combining Eqs. (19), (23) and (24)

$$\frac{F_d}{Q} = C_s u_{*}^{\alpha - r}, \quad (25)$$
where the dimensional constant $C_s$ contains all parameters that do not depend on $u_*$. We then obtain $\alpha$ and its uncertainty by fitting measurements of the sandblasting efficiency to the power law in $u_*$ of Eq. (25); this procedure is described in more detail in the Supplement. Note that an important advantage of the calculation of $\alpha$ from the sandblasting efficiency is that, unlike the calculation of $\alpha$ from the dimensionless dust flux described above, the result does not depend on the determination of the threshold friction velocity $u_{*t}$. Therefore, errors that arise due to the procedure for assessing $u_{*t}$ do not affect the estimate of $\alpha$ derived from the sandblasting efficiency.

3.4 Test of parameterization’s functional form with dust flux measurements

All 11 data sets from the six studies that met the quality-control criteria discussed in Sect. 3.1 were used to determine the fragmentation exponent $\alpha$ through non-linear least-squares fitting of Eq. (22) to the vertical dust flux (see Supplement Fig. S4). Furthermore, five data sets featured simultaneous dust flux and saltation flux measurements, which we used to determine $\alpha$ by fitting Eq. (18) to the ratio of the vertical dust and horizontal saltation (impact) fluxes (see Supplement Fig. S5), and seven data sets were taken over spatially homogeneous terrain and thus were used to determine the dust emission coefficient $C_d$ (see Supplement Fig. S4).

The resulting analysis of the compilation of quality-controlled dust flux data sets shows an approximately linear increase in the dust emission exponent $\alpha$ with $u_{*t}$ (Fig. 4a), as predicted by Eq. (17). We obtain the dimensionless constant $C_\alpha$ using least-squares fitting of Eq. (17), yielding $C_\alpha = 2.7 \pm 1.0$. Moreover, the literature-extracted data sets show an approximately exponential decrease of the dust emission coefficient $C_d$ with $u_{*t}$, as also predicted from our theory (Eq. 19) and numerical simulations (Fig. 4b). We obtain $C_e = 2.0 \pm 0.3$ and $C_{d0} = (4.4 \pm 0.5) \times 10^{-5}$ from least squares fitting of Eq. (19b).
3.5 Test of parameterization’s predictions with dust flux measurements

After testing the parameterization’s functional form and determining the values of its coefficients, we can compare the predictions of Eq. (19) with measurements of $F_d$ (Fig. 5). For reference, we also compare against the predictions of the existing parameterizations GP88 (Gillette and Passi, 1988) and MB95 (Marticorena and Bergametti, 1995). These parameterizations are respectively given by

$$F_d = C_{GP} f_{bare} u_*^4 \left(1 - u_{*t}/u_*\right),$$

(26) and

$$F_d = C_{MB} \eta f_{bare} \frac{\rho_a}{g} u_*^3 \left(1 - \frac{u_{*t}^2}{u_*^2}\right) \left(1 + \frac{u_{*t}}{u_*}\right),$$

(27)

where Eq. (27) simplifies Eq. (34) in Marticorena and Bergametti (1995) by using a single value of $u_{*t}$ for the soil rather than different thresholds for different soil particle size bins, which is a common simplification (e.g., Zender et al., 2003a) and supported by measurements (Kok et al., 2012). The parameters $C_{GP}$ (kg m$^{-6}$ s$^3$) and $C_{MB}$ (dimensionless) are proportionality constants, and the sandblasting efficiency $\eta$ depends on the clay fraction following $\eta = 10^{13.4 f_{clay} - 6}$. Note that we unfortunately cannot compare our measurements compilation against the physically-explicit dust flux parameterizations of Shao and colleagues (Shao et al., 1993, 1996; Shao, 2001), because these parameterizations use detailed soil properties that are unavailable for most data sets.

Our proposed parameterization reproduces measurements with over a factor of two less error than these existing parameterizations (Fig. 5a–c and Table 2). Eq. (19) also produces better agreement when each parameterization’s proportionality constant is tuned to each individual data set (Supplement Fig. S2 and Table 2). However, due to the scarcity of quality vertical dust flux measurements, the same measurements used to determine the dimensionless parameters $C_\alpha$, $C_e$, and $C_{d0}$ (Fig. 4) were used to test
the theory’s predicted dust flux. Therefore, the comparison between the parameterizations given in Figs. 5a-c is not on a fully equal footing. We have thus also included comparison graphs for which the coefficients in each parameterization are tuned to produce maximum agreement within the physically plausible parameter range. That is, we tuned the parameters for each parameterizations so as to minimize the sum of the average root mean square error for each dataset (i.e., each dataset is weighted equally, irrespective of how many data points it contains).

The tuned coefficients include the $u_*$ exponent, which is 4 in Gillette and Passi (1988) and 3 in Marticorena and Bergametti (1995). Physically, this exponent cannot be smaller than 2, since the wind stress scales with $u_*^2$ (Bagnold, 1941; Kok et al., 2012; Shao, 2008). Interestingly, for both parameterizations, the agreement with the vertical dust flux parameterization is maximized when the exponent is tuned to this minimum value of 2. For the MB95 parameterization, we also tuned the coefficient scaling the dependence of the dust flux on the clay fraction, which is 13.4 in the original study. Restricting this parameter to the physically realistic range of greater than or equal to zero (i.e., the dust flux increases with clay fraction, as observed (Gillette, 1979; Sweeney and Mason, 2013) and argued here and in Marticorena and Bergametti, 1995), we found that, surprisingly, best agreement with measurements occurs when we take this parameter equal to zero. Finally, we tuned the proportionality constants in both parameterizations, which yielded $C_{GP} = 1.05 \times 10^{-5}$ kg m$^{-4}$ s and $C_{MB} = 29.5$. For consistency, we also tuned the parameters in Eq. (19), which yielded values close to those obtained by the fitting process in Figs. 3a and 3b, namely $C_{d0} = 6.17 \times 10^{-5}$, $C_e = 2.0$, and $C_a = 1.7$. Figure 4d–f and Table 2 show that tuning the parameters in the empirical parameterizations substantially improves their agreement against the measurement compilation, yet the agreement of Eq. (19) with measurements is even better.

### 3.6 Limitations of the dust emission theory and parameterization

We derived the dust emission parameterization of Eq. (19) for dust emission occurring primarily through the fragmentation of soil aggregates of dust particles by impacting...
saltators. Nonetheless, the main assumption used in deriving Eq. (19) is the existence of a normally-distributed threshold controlling dust emission. Consequently, Eq. (19) theoretically applies to any dust emission processes controlled by an approximately normally-distributed threshold. This point is underscored by the insensitivity of the functional form of Eqs. (17) and (18) to the threshold’s normal distribution parameters and the saltator size (Fig. 2). Examples of dust emission processes other than fragmentation that are controlled by a normally-distributed threshold could include dust emission from crusted soils (Rice et al., 1996) and from sand particles with clay coatings (Bullard et al., 2004). Since we do not know what the relative contribution of different dust emission processes is to each of the dust flux data sets used to calibrate the dimensionless coefficients in Eq. (19), it is likely that the obtained values of these coefficients represents some weighted average of the relative contribution of each dust emission process. As discussed in Sect. 2.2, we consider it most likely that the fragmentation process contributes the largest fraction of the dust flux for each data set. Thus, although our parameterization theoretically applies to dust emission from soils dominated by processes other than fragmentation, the dimensionless coefficients in Eq. (19) could be quite different for such soils. We are not aware of any experimental data sets that meet our quality-control criteria that could be used to estimate the dimensionless coefficients for soils for which dust emission is dominated by any specific process other than fragmentation.

Furthermore, as mentioned in Sect. 2.2.1, our theory applies only to soils for which the saltation flux is limited by the availability of wind momentum, and are thus transport limited (e.g., Nickling and McKenna Neuman, 2009). The present theory is thus not valid for soils for which the horizontal saltation flux at a given point in time is limited by the availability of sand-sized sediment. Such supply-limited soils are inherently inefficient sources of dust aerosols (Rice et al., 1996), and are thus probably less important in the global dust budget. Note that dust emission from some prominent sources can be limited by the sediments supplied to these sources, for instance through the deposition of fluvially-eroded sediment (Bullard et al., 2011; Ginoux et al., 2012). However,
when substantial emission occurs from such regions, the soil is generally not supply limited at that point in time (Bullard et al., 2011), such that Eq. (19) could be used to parameterize the dust flux.

Our parameterization attempts to include only the most important processes affecting the dust flux. Eq. (19) thus does not explicitly account for many other processes that might affect dust emission, including changes in the parameters $\gamma$ and $\varepsilon$ with $u_*$ and $u_{*t}$, and the dependence of $c_\psi$ and $\sigma_\psi$ on the soil size distribution, mineralogy, and other soil properties. Future studies should consider these effects, especially if more extensive global (or regional) soil data sets become available, or if more dust flux data sets that sufficiently characterize these soil properties become available. However, as mentioned above, many of these processes partially affect the dust emission flux $F_d$ by increasing or decreasing $u_{*t}$, such that some of their effect might be captured in the calibration of the dimensionless coefficients of Eq. (19) to our compilation of vertical dust flux data sets.

Another limitation of our theory is that it does not account for dust emission due to saltator impacts that do not produce fragmentation but that nonetheless produce dust by “damaging” the dust aggregate (Kun and Herrmann, 1999). It also does not account for the lowering of an aggregate’s fragmentation threshold through the rupturing of cohesive bonds by impacting saltators. These effects might dominate for very erosion-resistant soils, such as crusted soils. A further limitation of our theory is that it simplifies the energetics of dust emission by considering $u_{*t}$ the prime determinant of soil erodibility (Shao and Lu, 2000). Although the threshold for saltation ($u_{*t}$) and the threshold energy required to fragment dust aggregates ($\psi$) are likely strongly coupled for many soils (Shao et al., 1993; Rice et al., 1996; Rice et al., 1999), increases in $\psi$ might not produce corresponding increases in $u_{*t}$ for some soils. An example of such a soil is a sandy soil for which dust emissions occurs primarily from the removal of dust coatings on sand grains (Bullard et al., 2004), and emission from such soils might thus be poorly captured by the present theory.
4 Assessment of parameterization performance in a climate model

It is encouraging that the functional form of Eq. (19) is consistent with measurements (Fig. 4), and that Eq. (19) also better captures variability in dust flux measurements than previous parameterizations (Fig. 5 and Table 2). Another critical test of our scheme is whether it actually improves the representation of the global dust cycle in climate models. As discussed in the Introduction, the fact that source functions, which tend to shift dust emissions towards regions with high observed dust loadings, improve model agreement with observations (e.g., Cakmur et al., 2006) suggests a gap in climate model representation of dust emission physics. And indeed, accounting for our finding that the dust flux is more sensitive to soil erodibility (see Sect. 2.3) would shift dust emissions towards the most erodible regions, possibly producing an effect similar to that of applying a source function. This suggests that our new parameterization might (partially) eliminate the need for an empirical source function in dust cycle simulations.

We used simulations with the Community Earth System Model (CESM) version 1.1 to both test the above hypothesis, and to assess our parameterization’s performance against measurements from the AERosol Robotic NETwork (AERONET), which are thus independent from those used to test our theory in Fig. 5. Specifically, we simulated the present-day dust cycle with four different combinations of source functions and dust flux parameterizations (see Table 3). We then tested the ability of each model configuration to reproduce the present-day dust cycle by quantitatively comparing the simulated aerosol optical depth (AOD) against AERONET measurements.

In the next section, we briefly describe the CESM model, its treatment of the dust cycle, and our methods for comparing the simulation results against AERONET measurements. We then present the results of the simulations, and their quantitative comparison against AERONET measurements, in Sect. 4.2.
4.1 CESM model setup

Emission of dust aerosols was calculated with CESM’s land model, the Community Land Model version 4.0 (CLM4, Lawrence et al., 2011). These emissions were then used by CESM’s atmosphere model, the Community Atmosphere Model version 4 (CAM4), to calculate the dust optical depth, as well as the transport and deposition of dust (Mahowald et al., 2006b).

In addition to accounting for the global dust cycle and the consequent optical depth produced by dust aerosols (see next section), CESM also accounts for the effects of other kinds of aerosols, such as sea salt, biomass burning, and sulfate aerosols. Black and organic carbon, dimethyl-sulphide, and sulphur oxides emissions are prescribed based on AEROCOM specifications (Neale et al., 2010), whereas sea salt aerosol emission is prognostic, based on 10 m wind speed and humidity (Mahowald et al., 2006a).

4.1.1 Treatment of the dust cycle in CESM

The emission of dust aerosols in CLM4 follows the treatment of Zender et al. (2003a), with modifications described in Mahowald et al. (2006b, 2010). Specifically, the vertical dust flux \( \phi_d \) in a model grid cell is parameterized using Eq. (1), with the vertical dust flux \( F_d \) and the source function \( S \) given in Table 3 for the four simulations. The global tuning factor \( C_{\text{tune}} \) is adjusted to maximize agreement against AERONET measurements, as described in more detail in Sect. 4.1.2.

The main determinant of \( u_{\text{st}} \) in CLM4 is the soil moisture content. CLM4 follows Zender et al. (2003a) in parameterizing the effect of soil moisture on the dust emission...
threshold $u_{st}$ following Eqs. (12) and (14) in Fécan et al. (1999). That is,

$$\frac{u_{st}}{u_{st dt}} = 1, \quad (w < w')$$

$$\frac{u_{st}}{u_{st dt}} = \sqrt{1 + 1.21(w - w')^{0.68}}, \quad (w \geq w'),$$

where $u_{st}$ and $u_{st dt}$ are the dust emission thresholds in the presence and absence of soil moisture, respectively, and $w$ is the gravimetric water content in percent for the model’s top soil layer, which has a thickness of 1.75 cm (Oleson et al., 2010). The threshold gravimetric water content $w'$ of the top soil layer above which $w$ increases $u_{st}$ is given by (Fecan et al., 1999; Zender et al., 2003a)

$$w' = b \left(0.17p_{clay} + 0.0014p_{clay}^2\right),$$

where $w'$ is given in percent, and $p_{clay} = 100f_{clay}$ is the soil’s clay content in percent. The tuning parameter $b$ was introduced by Zender et al. (2003a), and the range of plausible values extends from 1 (i.e., no tuning constant; Fecan et al., 1999) to 3 (Mokhtari et al., 2012) to $1/f_{clay}$ (Zender et al., 2003a). The larger the value of $b$, the smaller the effect of soil moisture on the dust emission threshold $u_{st}$. Since dust emissions are non-linear in $u_{st}$, and since $u_{st}$ is a critical variable in our parameterization, the choice of $b$ can be expected to substantially affect the simulated dust cycle. Furthermore, the parameterization of Fecan et al. (1999) is largely based on wind tunnel studies, such that implementing this small-scale parameterization into a GCM scales it up by many orders of magnitude, potentially producing physically unrealistic results. Furthermore, the inhibition of dust emission by soil moisture depends on the moisture content of the very top layer of soil particles (McKenna Neuman and Nickling, 1989), which is in direct contact with the surface air. In contrast, the top soil layer of hydrology models in climate models usually has a thickness of multiple centimeters and thus responds differently to precipitation and changes in atmospheric humidity, which are important in
determining the dust emission threshold (Ravi et al., 2004, 2006). Consequently, the “correct” value of \( b \) in a climate model is likely to depend substantially on the model methodology, and in particular on the model treatment of hydrology. Since the choice of \( b \) is thus ambiguous, we investigated the sensitivity of our results to the particular value of \( b \) by running simulations with a wide range of values (Table 4). Because we found that the simplest case of not using a tuning constant (i.e., \( b = 1 \)) produces the best results for all four model configurations (see Tables 3 and 4), we used \( b = 1 \) for the results reported in Sect. 4.2. But note that the wide range of values of \( b \) that we tested all produced qualitatively similar results to those presented in Sect. 4.2 (see Table 4).

In addition to the effects of soil moisture, CLM4 also accounts for the inhibition of dust emissions by vegetation. Specifically, CLM4 assumes that the fraction of the grid cell consisting of bare soil capable of emitting dust aerosols decreases linearly with the leaf area index (LAI), which denotes the ratio of the total surface area of leaves with the land surface area. That is,

\[
f_{\text{bare}} = 1 - \frac{\lambda}{\lambda_{\text{thr}}}, \quad (\lambda \leq \lambda_{\text{thr}})
\]

where \( \lambda \) denotes LAI, and \( \lambda_{\text{thr}} = 0.3 \) is the threshold LAI above which no dust emission occurs (Mahowald et al., 2010). (Note that the Ginoux et al., 2001 source function already includes the effects of vegetation, such that \( f_{\text{bare}} = 1 \) for all grid cells for Simulation III (see Table 4)).

CESM distributes the emitted dust aerosols into 4 size bins (Mahowald et al., 2006b), from 0.1–1.0 \( \mu \)m, 1.0–2.5 \( \mu \)m, 2.5–5.0 \( \mu \)m, and 5.0–10 \( \mu \)m, following Eq. (7) in Kok (2011b). The optical properties for each bin (Albani et al., 2013) are derived from a representation of dust as an internal mixture of the primary mineral classes of dust (quartz, aluminosilicates, clays, carbonates, iron-bearing minerals), combined into an effective medium using the Maxwell Garnett approximation (e.g., Videen and Chylek, 1998). The proportions of the mineral classes are consistent with the ranges reported in atmospheric dust and its parent soils (Claquin et al., 1999), and are in agreement with
bulk optical properties observed in dusty regions (Albani et al., 2013). The radiative effects of dust aerosols do not feed back onto the atmospheric dynamics.

CAM4 simulates both dry and wet deposition of dust. Dry deposition includes turbulent and gravitational settling, and follows the treatment in Zender et al. (2003a). Wet deposition accounts for in- and below-cloud scavenging, and follows Neale et al. (2010), with the modifications described in Albani et al. (2013), which improve the model's ability to simulate the observed spatial gradients of dust. Specifically, the dust solubility (i.e., the fraction of dust available for in-cloud removal) was changed from 0.15 to 0.30, in line with a more recent version of the model (Liu et al., 2012). In addition, instead of using a constant below-cloud scavenging coefficient (collection efficiency) of 0.1 (Balkanski et al., 1993; Neale et al., 2010), the scavenging coefficient was made size-dependent (Andronache, 2003; Zender et al., 2003a), and was set to 0.1 for dust diameters below 2.5 µm and 0.3 for larger dust particles.

4.1.2 Quantitative comparison of CESM simulations against AERONET AOD data

We quantify the ability of each simulation to reproduce the global dust cycle by comparing the simulated AOD against the extensive and accurate measurements of the AERONET network (Eck et al., 1999; Holben et al., 1998). AERONET sites contain measurements from sun photometers of radiances at many wavelengths, which are then inverted to retrieve aerosol properties (Dubovik et al., 2002). We select stations for which our simulations indicate that over 50 % of the annually-averaged AOD is due to dust aerosols (i.e., stations which lie on or within the 50 % dust AOD boundary for 3 or more of the 4 simulations in Supplement Fig. S6i–l). Furthermore, for each station, we select only days for which the Angstrom exponent AE (in the 440–870 nm wavelength range) is smaller than 1 (Dubovik et al., 2002; Eck et al., 1999). Since AE is a measure of particle size, with smaller values indicating coarser aerosols, values of \( AE < 1 \) indicate that a substantial fraction of AOD is due to dust (Dubovik et al., 2002; Eck et al., 1999). Choosing a different plausible cut-off for AE does not qualitatively...
affect our results. Finally, we select only stations for which at least 6 months of data (i.e., 183 days) is available over the simulation period.

The above procedure resulted in the selection of 40 stations: 17 in North Africa, 4 in the North Atlantic, 10 in the Middle East, 6 in the rest of Asia, and 3 in Australia (Figs. 6–8). For each station, we averaged the AOD over all days with a substantial dust contribution (as determined from the value of AE, see above) and then calculated the modeled AOD for each simulation, averaged over those same days. The resulting comparison between simulated and measured average AOD at these stations (Fig. 7) is sensitive to the value of the parameter $C_{\text{tune}}$ (see Eq. 1), which scales the size of the global dust cycle. Because of the many uncertainties in parameterizing dust emission on both small scales (Fig. 5) and the much larger model grid box scale, the value of $C_{\text{tune}}$ is poorly constrained (Cakmur et al., 2006; Huneeus et al., 2011). We therefore adjust the value of $C_{\text{tune}}$ for each of the four simulations in order to minimize the root mean square error (RMSE) against the AERONET AOD measurements of Fig. 7. That is, we determine $C_{\text{tune}}$ by minimizing:

$$\text{RMSE} = \frac{1}{N} \sqrt{\sum_{i} \left( \tau_{\text{model},i} - \tau_{\text{meas},i} \right)^2} \quad (32)$$

where $i$ sums over the $N = 40$ AERONET stations and $\tau_{\text{model}}$ is the AOD in the visible wavelength simulated at the AERONET station location, the component of which that is due to dust aerosols scales with $C_{\text{tune}}$. The measured AERONET AOD ($\tau_{\text{meas}}$) is obtained at 550 nm, the central wavelength in the visible spectrum, by correcting the AOD measured at 675 nm to 550 nm using the measured value of the Angstrom exponent $\alpha$. That is,

$$\tau_{\text{meas},i} = \tau_{675,i} \left( \frac{\lambda_{675}}{\lambda_{550}} \right)^\alpha \quad (33)$$

where $\tau_{675}$ is the measured AOD at 675 nm, and $\lambda_{550}$ and $\lambda_{675}$ equal 550 and 675 nm, respectively.
4.2 CESM simulation results and quantitative comparison against AERONET AOD

We used CESM to run four different simulations. The “control” Simulation I uses CESM’s default parameterization (MB95) and does not use a source function; Simulations II and III then respectively add the source functions of Zender et al. (2003b) and Ginoux et al. (2001); and Simulation IV replaces the MB95 parameterization with Eq. (19) and also does not use a source function (see Table 3). For these simulations, we used the capability of CESM to be forced with reanalysis winds instead of predicting winds, and used the reanalysis meteorology from the European Centre for Medium-range Weather Forecasts (ECMWF) (Dee et al., 2011; Ma et al., 2013) from 2000 to 2011. The first year of each simulation was used as model spin-up and thus not used for analysis. All simulations were run at a resolution of 1.9° latitude by 2.5° longitude.

Results of the four simulations are shown in Figs. 6 and 7, which show global maps of respectively the vertical dust flux and the resulting dust AOD. Supplement Fig. S6 further shows global maps for each simulation of the dust AOD, the AOD produced by all aerosols, and the fraction of the simulated aerosol optical depth that is due to dust. It can be seen that application of a source function tends to shift dust emissions and dust AOD from less erodible regions, such as North America, to more erodible regions, such as North Africa (Figs. 6b, c, 7b, and c). As hypothesized above, replacing MB95 with Eq. (19) shifts dust AOD to more erodible regions in a manner that appears qualitatively similar to applying a source function, particularly to that of applying the Ginoux et al. (2001) source function (compare Fig. 7c and d). That is, it produces increases in emissions and AOD over most of North Africa and decreases over less erodible regions such as North America and Southern Africa (Figs. 6d and 7d). Moreover, the new parameterization shifts dust AOD within North Africa southward towards the 15–25° latitude belt, bringing the simulations in better qualitative agreement with satellite observations (Ashpole and Washington, 2013; Ginoux et al., 2012; Prospero et al.,...
2002; Schepanski et al., 2009). Furthermore, the new parameterization predicts substantial increases in dust emission in Patagonia (Figs. 6d and 7d), which in the default version of CESM needs to be increased by about two orders of magnitude to match available observations (Albani et al., 2013).

The global maps of dust AOD in Fig. 6 thus suggest that our more physically-based scheme better captures the relative contributions of the different source regions to the global dust loading. This is confirmed by the quantitative comparisons between the simulated AOD and that measured at AERONET stations (Fig. 8). As expected, the application of the source functions of both Zender et al. (2003b) and Ginoux et al. (2001) improve agreement with AERONET data (Fig. 8a–c). However, substantially better agreement is obtained with Simulation IV, which uses Eq. (19) and does not use a source function. In particular, Simulation IV produces improved agreement over North Africa, the Middle East, and Australia, and somewhat lesser agreement over Asia.

5 Discussion

Our dust flux parameterization includes two main improvements over previous schemes (Gillette and Passi, 1988; Marticorena and Bergametti, 1995). First, it accounts for the predicted (Figs. 1 and 2a) and observed (Fig. 4a) increasing scaling of $F_d$ with $u_*$ that occurs with increasing $u_{st}$; this advance helps explain the numerous observed scalings of $F_d$ with $u_*$ (Kok et al., 2012; Shao, 2008). Second, our parameterization accounts for a soil’s reduced ability to produce dust under saltation bombardment as $u_{st}$ increases (Figs. 1, 2b, and 4b).

This second improvement is especially important, as it implies that previous parameterizations have underestimated the sensitivity of the dust flux to $u_{st}$, and thus to soil erodibility (Fig. 9). This underestimation is not sensitive to the details of our parameterization because it follows directly from the energetics of dust emission: increases in soil cohesion both raise the threshold and cause dust emission to require more energy, thereby reducing the dust flux for a given saltator kinetic impact energy. This effect was
previously noted by Shao and colleagues (Shao, 2001; Shao et al., 1996), yet not included in dust emission parameterizations commonly implemented in climate models (e.g., Ginoux et al., 2001; Zender et al., 2003a; Cakmur et al., 2006).

The simulation of the dust cycle with our new parameterization, which accounts for the dust flux’s increased sensitivity to soil erodibility, shows a shift in emissions and dust AOD to highly erodible regions such as North Africa (Fig. 7d). This effect is qualitatively similar to that of applying a source function (see especially Fig. 7c). Simulations with our new parameterization are also in better agreement with AERONET data than simulations using a source function (Fig. 8b–d). These results suggest that part of the sensitivity of the dust flux to soil erodibility in present models is accounted for by the source function. Consequently, our new parameterization reduces, or possibly eliminates, the need for a source function. This needs to be further investigated with other models and more data sets, including data sets of deposition (Kohfeld and Harrison, 2001) and surface concentration (Prospero and Nees, 1986).

Our result that the dust flux is more sensitive to the soil erodibility than most current models account for emphasizes the importance of accurately represent spatial and temporal variations in soil erodibility. Our parameterization provides a convenient way of accounting for this through variations in the standardized dust emission threshold $u_{st}$. However, the parameterization of $u_{st}$ in most models is relatively primitive (e.g., Zender et al., 2003a). For instance, one of the main determinants of $u_{st}$ is the moisture content of the topsoil, yet the most commonly-used parameterization of the effect of soil moisture on $u_{st}$ (Fecan et al., 1999) is found to produce unrealistic results in some models, requiring the use of a tuning constant (Mokhtari et al., 2012; Zender et al., 2003a). Furthermore, effects of soil aggregation and crust formation on $u_{st}$ are generally not included in the leading global dust modules (Ginoux et al., 2001; Zender et al., 2003a). Considering the paramount importance of $u_{st}$ in determining dust fluxes (see Eq. 19), an effective way to further improve the fidelity of global dust cycle simulations would thus be to develop improved parameterizations that describe $u_{st}$ as a function of soil properties, precipitation events, atmospheric relative humidity, and
other relevant parameters. Alternatively, for simulations of the current dust cycle, $u_{st}$ could in principle be remotely sensed (Chomette et al., 1999; Draxler et al., 2010). Doing so requires the simultaneous determination of the threshold wind speed and the surface roughness (Marticorena et al., 2004), such that the remotely-sensed threshold wind stress can be partitioned between the portion causing dust emission ($\tau_S$) and that absorbed by non-erodible elements ($\tau_R$) (Marticorena and Bergametti, 1995; Raupach et al., 1993).

The underestimation of the dust flux’s sensitivity to soil erodibility by climate models also has important implications for evaluating the global dust cycle in a changing climate. In particular, since soil erodibility is affected by climate, which partially determines the soil moisture content, aggregation state, and crusting of the soil (Kok et al., 2012; Zobeck, 1991), our results suggest that climate models have underestimated the dust cycle’s climate sensitivity. This result could help explain a series of observations. For instance, models have difficulty reproducing the increase in North African dust emissions during the Sahel drought in the 1980s (Mahowald et al., 2002), which is likely due, in part, to the underestimation of the dust flux’s sensitivity to drought conditions (Fig. 9). Furthermore, an increased sensitivity of dust emissions to climate could help explain the large differences in the global dust cycle between different climates, such as large increases in dust deposition during the Last Glacial Maximum (Rea, 1994; Harrison et al., 2001), which climate models also have difficulty reproducing without positing large changes in source areas (Werner et al., 2002; Mahowald et al., 2006b).

6 Summary and conclusions

We have used a combination of theory and numerical simulations to derive a physically-based parameterization of the vertical dust flux emitted by an eroding soil. The resulting dust emission scheme uses only parameters that are readily available in regional and global climate models and is straightforward to implement. Our new parameterization
accounts for two processes that were not included in previous schemes used in climate models: (i) the increasing scaling of dust flux with wind speed that occurs as a soil becomes less erodible and only the most energetic saltators become capable of producing dust (Figs. 2a and 4a), and (ii) the soil’s reduced ability to produce dust under saltation bombardment as it becomes less erodible (Figs. 2b and 4b). The treatment of both these processes in our dust emission model is supported by a quality-controlled compilation of field measurements (Fig. 4). Partially as a result of the inclusion of these additional physical processes, our parameterization is in better agreement with dust flux measurements than previous schemes used in climate models (Fig. 5).

An important insight from our dust emission scheme is that current parameterizations in climate models likely underestimate the dust flux’s sensitivity to the soil erodibility (Fig. 9). In fact, our results indicate that current models (partially) account for the missing component of the dust flux’s sensitivity to soil erodibility through the use of empirical preferential sources functions (e.g., Ginoux et al., 2001). Since the parameterization presented here does account for this missing component, it seems to eliminate the need to use a source function to reproduce the dust cycle in climate models (compare Fig. 7c and d). Indeed, CESM model simulations show that the new parameterization produces agreement with AERONET AOD measurements that is even better than that obtained by using a source function (Fig. 8).

Accounting for the dust flux’s increased sensitivity to soil erodibility will affect simulations of the global dust cycle’s response to future climate changes. In particular, since arid regions are predicted to become drier in most climate models (Solomon et al., 2007), accounting for the increased sensitivity to soil erodibility would likely produce an increase in the future dust flux, and thus dust radiative forcing, relative to simulations that do not account for this. Since the dust cycle is sensitive to a variety of processes, including CO₂ fertilization (Mahowald et al., 2006b), land use change (Ginoux et al., 2012), and changes in sediment availability (Harrison et al., 2001), a substantial body of further work is required to assess the dust cycle’s response to future climate changes.
Supplementary material related to this article is available online at http://www.atmos-chem-phys-discuss.net/14/6361/2014/acpd-14-6361-2014-supplement.pdf.
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Table 1. Summary of main characteristics of the quality-controlled data sets used in this study.

<table>
<thead>
<tr>
<th>Study</th>
<th>Event</th>
<th>Measurement method</th>
<th>Range of $u^*$(m s$^{-1}$)</th>
<th>Estimated $u^*_t$(m s$^{-1}$)</th>
<th>Fetch length</th>
<th>Event duration</th>
<th>Number of data points</th>
<th>Soil type (clay fraction in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB04</td>
<td>16 Feb</td>
<td>Gradient method</td>
<td>0.26–0.43</td>
<td>0.24 ± 0.02</td>
<td>&gt; 5 km</td>
<td>3 h 51 m</td>
<td>203</td>
<td>Loamy sand (9.1 % clay)</td>
</tr>
<tr>
<td>GB04</td>
<td>20 Mar</td>
<td>Gradient method</td>
<td>0.33–0.62</td>
<td>0.31 ± 0.02</td>
<td>&gt; 5 km</td>
<td>2 h 50 m</td>
<td>142</td>
<td>Loamy sand (9.1 % clay)</td>
</tr>
<tr>
<td>ZP06</td>
<td>4 Mar</td>
<td>Gradient method</td>
<td>0.39–0.54</td>
<td>0.41 ± 0.03</td>
<td>200 m</td>
<td>4 h 02 m</td>
<td>148</td>
<td>Fine sandy loam (13 % clay)</td>
</tr>
<tr>
<td>ZP06</td>
<td>18 Mar</td>
<td>Gradient method</td>
<td>0.38–0.48</td>
<td>0.36 ± 0.03</td>
<td>200 m</td>
<td>2 h 26 m</td>
<td>113</td>
<td>Fine sandy loam (13 % clay)</td>
</tr>
<tr>
<td>FC07</td>
<td>Event 1</td>
<td>Eddy covariance</td>
<td>0.23–0.693</td>
<td>0.203 ± 0.016</td>
<td>&gt; 5 km</td>
<td>9 h 40 m</td>
<td>57</td>
<td>Sand (&lt; 1 % clay)</td>
</tr>
<tr>
<td>FC07</td>
<td>Event 2</td>
<td>Eddy covariance</td>
<td>0.171–0.606</td>
<td>0.170 ± 0.014</td>
<td>&gt; 5 km</td>
<td>11 h 50 m</td>
<td>54</td>
<td>Sand (&lt; 1 % clay)</td>
</tr>
<tr>
<td>SA09</td>
<td>ME1</td>
<td>Gradient method</td>
<td>0.238–0.321</td>
<td>0.237 ± 0.019</td>
<td>575 m</td>
<td>1 h 57 m</td>
<td>76</td>
<td>Sand (2.8 % clay)</td>
</tr>
<tr>
<td>SA09</td>
<td>CE4</td>
<td>Gradient method</td>
<td>0.314–0.358</td>
<td>0.232 ± 0.019</td>
<td>420 m</td>
<td>1 h 53 m</td>
<td>61</td>
<td>Sand (2.8 % clay)</td>
</tr>
<tr>
<td>SI11</td>
<td>N/A</td>
<td>Gradient method</td>
<td>0.164–0.246</td>
<td>0.161 ± 0.013</td>
<td>&gt; 1 km</td>
<td>7 h 21 m</td>
<td>399</td>
<td>Loamy sand (11 % clay)</td>
</tr>
<tr>
<td>PP11</td>
<td>Event 1</td>
<td>Gradient method</td>
<td>0.192–1.444</td>
<td>0.171 ± 0.014</td>
<td>&gt; 2 km</td>
<td>9 h 40 m</td>
<td>50</td>
<td>Sand (4 % clay)</td>
</tr>
<tr>
<td>PP11</td>
<td>Event 2</td>
<td>Gradient method</td>
<td>0.218–1.627</td>
<td>0.197 ± 0.016</td>
<td>&gt; 2 km</td>
<td>12 h 50 m</td>
<td>52</td>
<td>Sand (4 % clay)</td>
</tr>
</tbody>
</table>
Table 2. Root mean square error (RMSE) of the vertical dust flux predicted by the parameterizations of Gillette and Passi (1988) (denoted as GP88), Marticorena and Bergametti (1995) (MB95), and Eq. (19). RMSE values were calculated for three separate cases. For the first case, the proportionality constant was tuned to a single value that minimized the mean RMSE for all data sets. The resulting RMSE for this case is thus a measure of the parameterization’s ability to reproduce variations in the dust flux due to variations in both $u_*$ and soil conditions ($u_*$ and $f_{\text{clay}}$). For the second case, the proportionality constant in each parameterization was tuned separately for each data set. The resulting RMSE is thus a measure of a parameterization’s ability to reproduce the dust flux’s dependence on $u_*$ for each individual data set. For the third case, all dimensionless constants in each parameterization were tuned to a single value that minimizes the mean RMSE for all data sets (see text). All RMSEs were calculated in log10-space such that each data point was weighted equally, and the lowest RMSE for the three different parameterizations is underlined for each case.

<table>
<thead>
<tr>
<th>Study</th>
<th>Event</th>
<th>GP88, Case 1</th>
<th>MB95, Case 1</th>
<th>GP88, Case 2</th>
<th>MB95, Case 2</th>
<th>GP88, Case 3</th>
<th>MB95, Case 3</th>
<th>Eq. (19), Case 1</th>
<th>Eq. (19), Case 2</th>
<th>Eq. (19), Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB04</td>
<td>16 Feb</td>
<td>0.383</td>
<td>0.682</td>
<td>0.203</td>
<td>0.181</td>
<td>0.381</td>
<td>0.322</td>
<td>0.800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GB04</td>
<td>20 Mar</td>
<td>0.247</td>
<td>0.130</td>
<td>0.112</td>
<td>0.105</td>
<td>0.103</td>
<td>0.133</td>
<td>0.143</td>
<td>0.186</td>
<td></td>
</tr>
<tr>
<td>ZP06</td>
<td>4 Mar</td>
<td>1.043</td>
<td>0.365</td>
<td>0.306</td>
<td>0.325</td>
<td>0.297</td>
<td>0.775</td>
<td>0.793</td>
<td>0.400</td>
<td></td>
</tr>
<tr>
<td>ZP06</td>
<td>18 Mar</td>
<td>0.390</td>
<td>0.115</td>
<td>0.088</td>
<td>0.111</td>
<td>0.085</td>
<td>0.233</td>
<td>0.263</td>
<td>0.089</td>
<td></td>
</tr>
<tr>
<td>FC07</td>
<td>Event 1</td>
<td>–</td>
<td>–</td>
<td>0.377</td>
<td>0.155</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC07</td>
<td>Event 2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.389</td>
<td>0.192</td>
<td>0.132</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA09</td>
<td>ME1</td>
<td>0.299</td>
<td>0.957</td>
<td>0.364</td>
<td>0.054</td>
<td>0.072</td>
<td>0.056</td>
<td>0.159</td>
<td>0.160</td>
<td>0.225</td>
</tr>
<tr>
<td>SA09</td>
<td>CE4</td>
<td>0.387</td>
<td>1.175</td>
<td>0.504</td>
<td>0.104</td>
<td>0.114</td>
<td>0.110</td>
<td>0.368</td>
<td>0.419</td>
<td>0.387</td>
</tr>
<tr>
<td>SI11</td>
<td>N/A</td>
<td>1.296</td>
<td>0.731</td>
<td>0.101</td>
<td>0.151</td>
<td>0.107</td>
<td>0.099</td>
<td>0.873</td>
<td>0.859</td>
<td>0.198</td>
</tr>
<tr>
<td>PP11</td>
<td>Event 1</td>
<td>–</td>
<td>–</td>
<td>0.609</td>
<td>0.347</td>
<td>0.294</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP11</td>
<td>Event 2</td>
<td>–</td>
<td>–</td>
<td>0.656</td>
<td>0.356</td>
<td>0.329</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.579</td>
<td>0.833</td>
<td>0.323</td>
<td>0.278</td>
<td>0.188</td>
<td>0.167</td>
<td>0.410</td>
<td>0.412</td>
<td>0.316</td>
</tr>
</tbody>
</table>

\(a\) Parameterization’s proportionality constant tuned separately to a value that minimizes the RMSE for each data set.

\(b\) Parameterization’s proportionality constant tuned to a single value that minimizes the RMSE for all data sets.

\(c\) All the parameterization’s dimensionless constants are tuned to a single value that minimizes the RMSE for all data sets.
**Table 3.** Summary of CESM simulations used in this study, and the statistics of their comparison against AERONET data. The highest (Pearson) correlation coefficients ($r$) and the lowest root mean square errors (RMSE) of the four simulations are underlined for clarity.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Dust flux parameterization</th>
<th>Preferential sources function</th>
<th>AERONET correlation coefficient ($r$)</th>
<th>AERONET RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>MB95</td>
<td>None</td>
<td>0.602</td>
<td>0.139</td>
</tr>
<tr>
<td>II</td>
<td>MB95</td>
<td>Zender et al. (2003b)</td>
<td>0.629</td>
<td>0.135</td>
</tr>
<tr>
<td>III</td>
<td>MB95</td>
<td>Ginoux et al. (2001)</td>
<td>0.636</td>
<td>0.135</td>
</tr>
<tr>
<td>IV</td>
<td>Eq. (19)</td>
<td>None</td>
<td><strong>0.747</strong></td>
<td><strong>0.113</strong></td>
</tr>
</tbody>
</table>
Table 4. Sensitivity of AERONET comparison results for all four simulations to changes in the soil moisture sensitivity tuning parameter $b$ (see Eq. 30). The highest correlation coefficients and the lowest root mean square errors (RMSE) of the four simulations are underlined for each case.

<table>
<thead>
<tr>
<th>Soil moisture tuning parameter ($b$)</th>
<th>Correlation coefficient (Sim. I/II/III/IV)</th>
<th>RMSE (Sim. I/II/III/IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.602/0.629/0.636/0.747</td>
<td>0.139/0.135/0.135/0.113</td>
</tr>
<tr>
<td>2</td>
<td>0.521/0.524/0.608/0.650</td>
<td>0.151/0.150/0.137/0.128</td>
</tr>
<tr>
<td>3</td>
<td>0.516/0.520/0.606/0.645</td>
<td>0.151/0.151/0.137/0.129</td>
</tr>
<tr>
<td>$1/f_{clay}$</td>
<td>0.514/0.519/0.606/0.643</td>
<td>0.151/0.151/0.137/0.129</td>
</tr>
</tbody>
</table>
Fig. 1. Probability distributions of the threshold impact energy per unit area ($\psi$) required for aggregate fragmentation (solid black line), and of the saltator impact energy per unit area ($E_{\text{imp}}$) for different values of $u_*$ (colored lines). Shown are results for (a) a highly erodible soil ($u_{*st} = 0.16 \text{ m s}^{-1}$) and (b) an erosion-resistant soil ($u_{*st} = 0.40 \text{ m s}^{-1}$). The value of $f_{\text{frag}}$ increases with $u_*$ for erosion-resistant soils, but not for highly erodible soils, as shown explicitly in (c). All plotted energy values are normalized by $\psi_0$, the energy per unit area of a 100 µm saltator impacting at 1 m s$^{-1}$, and $P_\psi(\psi)$ was calculated using $c_\psi = 2$ and $\sigma_\psi = 0.2\bar{\psi}$. 
Fig. 2. Simulation of the fragmentation exponent $\alpha$ (a) and constant $C_{fr}$ (b) with the numerical saltation model COMSALT (Kok and Renno, 2009) for different values of the saltating particle size ($D_s$) and the threshold fragmentation energy’s normal distribution parameters ($c_\psi$ and $\sigma_\psi$). The colored dashed lines represent the best fits of the functional forms of Eqs. (17) and (18) to the corresponding simulation results, and the solid black lines represents the best fit to the experimental data in Fig. 4.
Fig. 3. The experimental field sites of the 6 studies in our vertical dust flux compilation: (a) Gillies and Berkofsky (2004) (36.48° N, 117.90° W), (b) Zobeck and Van Pelt (2006) (32.27° N, 101.49° W), (c) Fratini et al. (2007) (100.54° E, 41.88° N), (d) Sow et al. (2009) (13.5° N, 2.6° E), (e) Shao et al. (2011) (33.85° S, 142.74° E), and (f) Park et al. (2011) (42.93° N, 120.70° E).
Fig. 4. Values of (a) the dust emission exponent $a (= \alpha + 2)$ and (b) the dust emission coefficient $C_d$ as a function of the standardized threshold friction velocity $u_\text{st}$, determined from the analysis of available quality-controlled data sets. Open symbols refer to estimates of $C_d$ and $a$ from the least-squares fit of the measured dust flux to Eq. (19), whereas filled symbols refer to estimates of $a$ from a least-squares fit to ratios of the measured vertical dust flux and the horizontal saltation flux (see text for details). The dashed line indicates the best-fit forms of Eqs. (17) and (19b), and the grey shaded area denotes one standard error from the fitted relation.
Fig. 5. Comparison of measured dust fluxes with the predictions of the parameterizations of (a, b) Gillette and Passi (1988), (c, d) Marticorena and Bergametti (1995), and (e, f) this study. The proportionality constant in each parameterization was adjusted to maximize agreement with the compilation of measurements. For the top panels, other coefficients in each parameterization are as given in the original study (and as listed in Sect. 3.4 for panel (c)). For the bottom panels, all coefficients in each parameterization are tuned to minimize the RMSE with all data sets (see text). To prevent cluttering of the graph, only 15 representative measurements are shown for each data set. Error bars denote uncertainty arising from the measurement of $u_t$, $u_*$, and $F_d$ (see the Supplement). Data set names are as defined in Sect. 3.1.
Fig. 6. Global maps of (a) the simulated vertical dust flux for Simulation I and (b–d) the ratios of dust flux in Simulations II–IV to the flux in Simulation I. Red coloring denotes increases in dust emission flux relative to the “control” (Simulation I). The locations of the AERONET stations used for the analysis in Fig. 8 are marked with black crosses.
Fig. 7. Global maps of (a) the dust aerosol optical depth (AOD) of Simulation I, and (b–d) the difference of dust AOD of Simulations II–IV with that of Simulation I. Red shading denotes increases in dust AOD relative to the “control” (Simulation I). The locations of the AERONET stations used for the analysis in Fig. 8 are marked with black crosses.
Fig. 8. Comparison of measured and modeled aerosol optical depth at dust-dominated AERONET stations. Results are shown for (a) Simulation I (no source function), (b) Simulation II (Zender et al. (2003b) source function), (c) Simulation III (Ginoux et al. (2001) source function), and (d) Simulation IV (no source function, and dust flux is parameterized using Eq. (19) instead of following MB95). For each simulation, the root mean square error (RMSE) and correlation coefficient ($r$) are noted.
Fig. 9. The vertical dust flux ($F_d$) as a function of the soil’s standardized threshold friction velocity ($u_{st}$) in CLM4 for the parameterization proposed here (Eq. 19; solid blue line) and for the existing dust flux parameterization, which follows MB95 (dash-dotted red line; see Zender et al. (2003a)). Results are shown for $u_* = 0.50$ m s$^{-1}$ and for $f_{clay} = 15\%$, which is a typical value for dust emitting regions (FAO, 2012). The predicted dust fluxes include a global tuning factor that equalizes the global dust emission rate for the two parameterizations.