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Abstract

In this paper we use a novel observational approach to investigate MODIS satellite retrieval biases of \( \tau \) and \( r_e \) (using three different MODIS bands: 1.6, 2.1 and 3.7 \( \mu \)m, denoted as \( r_{e1.6} \), \( r_{e2.1} \) and \( r_{e3.7} \), respectively) that occur at high solar zenith angles (\( \theta_0 \)) and how they affect retrievals of cloud droplet concentration (\( N_d \)). Utilizing the large number of overpasses for polar regions and the diurnal variation of \( \theta_0 \) we estimate biases in the above quantities for the open ocean region north of Scandinavia that is dominated by low level stratiform clouds.

We find that the mean \( \tau \) is fairly constant between \( \theta_0 = 50^\circ \) and \( \sim 65^\circ \), but then increases rapidly with an increase of over 70\% between the lowest and highest \( \theta_0 \). \( r_{e2.1} \) and \( r_{e3.7} \) decrease with \( \theta_0 \), with effects also starting at around \( \theta_0 = 65^\circ \). At low \( \theta_0 \), the \( r_e \) values from the three different MODIS bands agree to within around 0.2 \( \mu \)m, whereas at high \( \theta_0 \) the spread is closer to 1 \( \mu \)m. The percentage changes of \( r_e \) with \( \theta_0 \) are somewhat lower than those for \( \tau \) being around 5\% and 7\% for \( r_{e2.1} \) and \( r_{e3.7} \). For \( r_{e1.6} \) there was very little change with \( \theta_0 \).

The increase in \( \tau \) and decrease in \( r_e \) both contribute to an overall increase in \( N_d \) of 40–70\% between low and high \( \theta_0 \). We argue that such a change is highly unlikely to be due to any physical diurnal cycle, which is supported by the finding that the retrieved \( N_d \) is constant at local times at either side of noon for which \( \theta_0 < 65^\circ \). Whilst the overall \( r_e \) changes are quite small, they are not insignificant for the calculation of \( N_d \); we find that the contributions to \( N_d \) biases from the \( \tau \) and \( r_e \) biases were roughly comparable for \( r_{e3.7} \), although for the other \( r_e \) bands the \( \tau \) changes were considerably more important (roughly twice the contribution for \( r_{e2.1} \) and six times for \( r_{e1.6} \)). However, when considering only the clouds with the more heterogeneous tops, the importance of the \( r_e \) biases was considerably enhanced for both \( r_{e2.1} \) and \( r_{e3.7} \); \( \tau \) and \( r_e \) bias contributions were comparable for \( r_{e2.1} \) and for \( r_{e3.7} \) \( r_e \) bias contributions were \( \sim 50\% \) greater.
For a given $\theta_0$, large decreases in $r_e$ were observed as the cloud top heterogeneity changed from low to high values: decreases of 25–30 % for $r_{e3.7}$, ~20 % for $r_{e2.1}$ and 10 % for $r_{e1.6}$, although, it is possible that physical changes to the clouds associated with cloud heterogeneity variation may account for some of this. However, for a given cloud top heterogeneity we find that the value of $\theta_0$ affects the sign and magnitude of the relative differences between $r_{e1.6}$, $r_{e2.1}$ and $r_{e3.7}$, which has implications for attempts to retrieve vertical cloud information using the different MODIS bands. The relatively larger decrease in $r_{e3.7}$ and the lack of change of $r_{e1.6}$ with both $\theta_0$ and cloud top heterogeneity suggest that $r_{e3.7}$ is more prone to retrieval biases due to high $\theta_0$ than the other bands, which is interesting since $r_{e3.7}$ has generally been shown to be less prone to other retrieval biases (e.g. due to sub-pixel heterogeneity) at low $\theta_0$. We discuss some possible reasons for this.

Our results have important implications for individual MODIS swaths at high $\theta_0$, which may be used for case studies for example. $\theta_0$ values $>65^\circ$ can occur at latitudes as low as 28° in mid-winter and for higher latitudes the problem will be more acute. Also, Level 3 daily averaged MODIS cloud property data consists of the averages of several overpasses for the high latitudes, which will occur at a range of $\theta_0$ values. Thus, some biased data is likely to be included.

1 Introduction

The MODIS (Moderate Resolution Imaging Spectroradiometer) instruments onboard the Aqua and Terra polar orbiting satellites are capable of retrieving cloud optical depth ($\tau$) and effective radius ($r_e$) information from liquid clouds based upon the combination of one non-absorbing optical wavelength (0.86 µm is used by MODIS for retrievals over the ocean) and one absorbing near-infrared band (Foot, 1988; Nakajima and King, 1990; King et al., 1997; Platnick et al., 2003); this can be either 1.6, 2.1, or 3.7 µm. $r_e$ retrieved using these different bands will hereafter be referred to, respectively, as $r_{e1.6}$, $r_{e2.1}$ and $r_{e3.7}$, with $r_{e2.1}$ being the value provided as standard from MODIS (e.g.
in Level-3 products). This information is invaluable for a range of cloud microphysical studies, especially given the global coverage and the long time period of the dataset available from these instruments (Terra MODIS since mid-2000 and Aqua MODIS since 2002).

Additionally, this information can be used to estimate cloud droplet number concentrations \( (N_d) \) within liquid clouds (Boers et al., 2006; Bennartz, 2007, hereafter B07). \( N_d \) is a very useful parameter since in non-precipitating clouds it depends mainly upon the concentration of available cloud condensation nuclei (CCN), although to a lesser extent it also depends upon the cloud updraft speed. Thus, for non-precipitating clouds with fixed updraft speeds, \( N_d \) is a good indicator of available CCN concentrations. Parameters like \( r_e \) alone are not as useful in this regard since \( r_e \) is dependent on both \( N_d \) and the local liquid water content of the cloud, which may both be variable. This makes an \( N_d \) dataset useful for estimates of aerosol indirect effects (AIEs), for example Nakajima et al. (2001) and Quaas et al. (2008). Precipitation can also be an important sink process for \( N_d \) and, therefore, insight into such processes can be gained through knowledge of \( N_d \) (e.g. Wood et al., 2012).

A global long term dataset of \( N_d \) would also allow the evaluation of the representation of AIEs in global models, something that cannot be reliably achieved from ground and aircraft measurements with their generally poor spatial and temporal sampling. The representation of AIEs in climate models is complex and involves interactions between several processes. Thus, simulating it is a strong test for climate models. However, there are large variations of AIE estimates between different climate models (Quaas et al., 2009; IPCC, 2007) demonstrating large uncertainties in the understanding of these processes and therefore large uncertainties in the predicted climate forcing.

Marked differences in predicted \( N_d \) also exist between different GCMs, which is a good indicator that models are not correctly capturing the key controls on \( N_d \). This is likely to result in poor prediction of AIEs. Using observations of \( N_d \) to evaluate and constrain \( N_d \) in models might give insight into how to improve this situation. Additionally, many climate models arbitrarily fix a lower limit for \( N_d \) (Hoose et al., 2009; Quaas et al.,
2009). This has been shown to affect the strength of predicted AIEs across GCMs; in one model removing this limit changed the global AIE by 80% (Hoose et al., 2009). Satellite based measurements of $N_d$ might represent a way to determine this lower limit (if one exists).

However, there are problems with satellite retrievals and they need to be assessed before a robust and reliable $N_d$ dataset can be produced. This paper aims to examine some aspects of these problems, in particular issues that occur when retrievals are made at high Solar Zenith Angles ($\theta_0$). There have been a number of studies that have examined optical depth artifacts for non-absorbing wavelength retrievals at high $\theta_0$, which will be discussed in Sect. 2.2.1. However, the effect on MODIS retrievals has not been studied, likely due to the difficulty in obtaining an objective test. Here we attempt such a study and extend the analysis to examine issues with $r_e$ and $N_d$ retrievals also.

The paper is organized as follows: Sect. 2 describes the methods, which includes a description of the method used to estimate $N_d$ and a discussion the validity of some of the assumptions required (Sect. 2.1 and Appendix A); a discussion on what is known from the previous literature about the effects of cloud heterogeneity and $\theta_0$ on cloud retrievals (Sect. 2.2); and the method that we use here to estimate the effects of $\theta_0$ on $\tau$, $r_e$ and $N_d$ retrievals (2.3). Section 3 describes the main results, the effect of $\theta_0$ and also the effect of cloud top temperature heterogeneity; Sect. 4 discusses potential causes of the effects observed; and Sect. 5 provides a summary and discusses some of the ramifications of the results for the MODIS dataset.

2 Methods

2.1 The method used to estimate droplet concentration.

The method used for the estimation of $N_d$ from MODIS $\tau$ and $r_e$ measurements follows that described in Boers et al. (2006) and B07. Details about this, including necessary assumptions and their justification are discussed in Appendix A. The $N_d$ retrieval
method is based upon measurements of $\tau$ and $r_e$. We now discuss potential artifacts for these retrievals in some detail since such processes are important in attempting to understand the high $\theta_0$ biases investigated here.

### 2.2 Potential optical retrieval artifacts

As well as assumptions regarding the vertical structure of the cloud that are necessary to allow the $N_d$ calculation (see Appendix A), we must also consider the assumptions that exist for the MODIS optical retrievals of $\tau$ and $r_e$. A large cause of artifact here is likely due to the use of the plane parallel (PP) radiative transfer algorithm that is used to build look-up tables (LUTs) for converting pairs of non-absorbing wavelength reflectance ($R_{nab}$) and absorbing wavelength reflectance ($R_{ab}$) into $\tau$ and $r_e$ values (Nakajima and King, 1990). This requires that the clouds are horizontally homogeneous both within a single 1 km × 1 km MODIS pixel and at scales outside of a given pixel. The latter is required because the plane parallel approximation requires that each pixel be unaffected by any other pixel (the Independent Column Approximation, ICA). Under conditions where 3-D radiative transfer of light occurs in a non-homogeneous environment, net horizontal photon transport can occur and thus this assumption breaks down. The assumption of no variability at scales below that of a MODIS pixel (1 km × 1 km) has also been shown to be untrue for real clouds (e.g., Zhang et al., 2012, hereafter Z12). In fact LWC variability of clouds has been shown to extend down to scales smaller than 4 cm (Marshak et al., 1998), although that study suggested that variability below the scale of the mean free path of photons in clouds (∼10–30 m for stratocumulus) was not important for remote sensing applications.

The breakdown of either of these assumptions can lead to biases in the retrieved optical properties, although assessment of the direction and magnitude of these effects is complicated. MODIS optical property retrievals are made using reflectances and the effect of cloud heterogeneity on these depends on the solar and viewing geometry; i.e. upon $\theta_0$, the sensor zenith angle ($\theta$) and on the relative azimuth angle ($\phi$). Much more work on the effects on $\tau$ than on $r_e$ has been reported. However, any artifacts of the $r_e$
retrieval are likely to be important for $N_d$ calculations because of the strong sensitivity of $N_d$ to $r_e$ that is inherent in Eq. (A1).

### 2.2.1 Optical depth retrieval artifacts

Cahalan et al. (1994) showed that the non-linearity of the relationship between $R_{nab}$ and $\tau$ causes a decrease in albedo for heterogeneous clouds compared to a plane-parallel cloud with the same mean $\tau$. This is known as the plane parallel (PP) albedo bias and is likely to lead to $\tau$ underestimates made using the measured reflectances and PP LUTs. Also, at near-nadir viewing angles and for low $\theta_0$, cloud variability is known to cause the mean reflectance of a region to be slightly reduced compared to a homogeneous cloud with the same mean $\tau$ via 3-D effects, due to the leakage of photons horizontally from the sides of the region and due to channeling of photons from regions of high extinction to regions of low extinction where they can be lost through downward transport (Loeb et al., 1997; Davies, 1978; Kobayashi, 1993; Varnai and Davies, 1999). However, these biases are generally small compared to those that have been reported at high $\theta_0$.

Loeb and Davies (1996) and Loeb and Davies (1997) calculated optical depths (using LUTs generated using the plane parallel approximation) from reflectances obtained from ERBE observations (with resolution of 31 km $\times$ 47 km) at various $\theta_0$. Loeb and Coakley (1998) used AVHRR observations (with a resolution of 4 km at nadir, degrading to 13 km at the swath edge) to perform a similar study, but on marine stratocumulus clouds only. The results showed that at high $\theta_0$ ($\theta_0 \gtrsim 65^\circ$) the optical depth inferred from observations increased with $\theta_0$ and this was attributed to the increasing (positive) difference in reflectances between the real observed clouds and those calculated from the PP model as $\theta_0$ increased. The same direction of bias was generally found for both backscattering and forward scattering angles and for a range of $\theta$, suggesting that the $\theta_0$ bias may be present for a range of viewing geometries and not just at nadir. In general, high $\theta_0$ biases for forward scatter were generally greater than those at backscatter for a given $\theta$. The results were found to be very sensitive to the thickness of the cloud with higher biases reported for the more optically thick clouds; for $\tau > 12$ and nadir
viewing the positive bias was present even at low $\theta_0$. Some dependence of the high $\theta_0$ reflectance bias on $\theta$ was found. However, its behavior varied with the cloud thickness. The response to $\theta$ in the forward scatter direction was also sensitive to the setup of the PP model.

The conclusions from the above observational studies are, however, reliant on the cloud fields being statistically similar as a function of viewing geometry. They also could not take into account biases present at low $\theta_0$ and low $\theta$ since these clouds were used to generate the PP relationship between reflectance and $\tau$. However, this is not a factor for modelling studies where the cloud field is known. Using Monte Carlo 3-D radiative transfer modeling of heterogeneous 35.1 km $\times$ 35.1 km cloud fields generated using stochastic methods, Loeb et al. (1997) showed that 3-D nadir reflectances increase with $\theta_0$, whereas reflectances calculated using the PP approximation decrease. This was consistent with the above observational studies indicating that 3-D radiative transfer effects within a heterogeneous cloud environment were the cause. Sensitivity tests suggested a roughly equal contribution to the bias from cloud side illumination effects and cloud top height variability effects, with the latter effect attributed to changes in the slope of cloud elements at cloud top. Note that such effects occurred even for completely overcast scenes. Initially, the cloud field that was generated only contained cloud top height variability; the extinction of the cloud field was held constant. However, adding extinction variability did not have a significant effect. Similar conclusions were found from the modeling results of Varnai and Davies (1999).

One limitation of these modelling studies is that only nadir views were tested and the observational data indicated that both $\theta$ and $\phi$ viewing angles might modulate the $\tau$ bias at high $\theta_0$. Liang and Girolamo (2013) also found that $\tau$ retrievals are likely to be affected by $\theta$ and $\phi$ by examining MISR retrievals performed at several $\phi$. The results of Liang and Girolamo (2013) were all relative to the nadir view value and thus they could not assess how much the nadir view $\tau$ itself was changing with $\theta_0$. The effects were observed to be complicated and the sign and magnitude of the nadir relative biases was suggested to be dependent upon many competing factors. It was also found
that cloud heterogeneity tended to enhance the magnitude of the effects, particularly for low optical depth clouds and at high $\theta_0$. However, significant $\tau$ biases were generally not seen until very high $\theta$ values of $70.5^\circ$ were reached; biases within the MODIS $\theta$ range were much lower. Also, for the cloud scenes sampled $\phi$ generally changed from near $0^\circ$ to near $90^\circ$ with increasing latitude. This meant that $\theta_0$ varied in tandem making it difficult to separate the two effects.

Finally, Seethala and Horvath (2010) found that MODIS derived LWP measurements increased significantly relative to co-located measurements from AMSRE (Advanced Microwave Scanning Radiometer-EOS) at high $\theta_0$. A large part of this was attributed to unphysical increases in $\tau$ with $\theta_0$. The increase was greater as the inhomogeneity of MODIS $\tau$ over the $0.25^\circ \times 0.25^\circ$ scenes increased, which is consistent with the above results.

### 2.2.2 Effective radius retrieval artifacts

Whilst there have been a number of studies examining the effects of cloud variability and viewing geometry on $\tau$ retrievals there have been far fewer studies on the $r_e$ effect. Marshak et al. (2006, hereafter M06) was one of the first to do so and introduced a theoretical basis to attempt to explain the effects of 3-D radiative transfer on $r_e$ retrievals that were made using cloud fields from an LES model. M06 divided the effects into those due to resolved variability of reflectances (i.e. variability at scales larger than the satellite pixel size) and those due to sub-pixel scale variability. In both cases it was assumed that the $\tau$ and $r_e$ retrievals were independent; i.e. for the $r_e$ retrieval it was assumed that $\tau$ variability did not affect the relationship between $r_e$ and reflectance in the absorbing band ($R_{ab}$). Similarly it also means that only the non-absorbing reflectances ($R_{nab}$) need to be considered to determine $\tau$.

M06 used the idea of “shadowing” and “brightening” caused by 3-D radiative transfer. Shadowing refers to pixels for which the reflectance is decreased from the PP value due to 3-D effects and brightening to pixels for which the reflectance is increased. An estimate of the resolved scale effect was made for an equal number of shadowed and
brightened pixels for which the magnitudes of shadowing and brightening were the same. In that case, 3-D radiative transfer effects were expected to lead to a tendency for an overall increase in $r_e$ and $\tau$ (relative to the true values) due to the non-linearity of the relationship between the reflectances and $r_e$ and $\tau$. However, it was noted that in reality there are unlikely to be equal numbers of shadowed and illuminated pixels (of a given magnitude of shadowing/brightening) since this would require that there be no overall reflectance change due to 3-D effects. The works cited in the previous section (2.2.1) suggest that this is unlikely to be the case, at least for $R_{nab}$. Additionally, the assumption of independent $\tau$ and $r_e$ retrievals is unlikely to hold true since the MODIS LUTs used to convert reflectances into $\tau$ and $r_e$ are 2-D in nature, and are non-orthogonal in the regions corresponding to low $\tau$ (Nakajima and King, 1990, see their Fig. 2). In such regions it is likely necessary to consider the simultaneous variations of reflectances in both bands, which essentially equates to simultaneous variations in $r_e$ and $\tau$. Nevertheless, the results from the retrievals made from reflectances calculated from the LES cloud model fields corroborated the theoretical argument, suggesting that, at least in this case, the assumptions may have been valid, or irrelevant.

The conceptual model of M06 suggested that sub-pixel variability would lead to a low bias of both the $\tau$ and $r_e$ values retrieved for that pixel due to averaging of the reflectances prior to the retrieval of $\tau$ and $r_e$ (a satellite viewing the pixel would report the averaged reflectance). The assumption of independence of the $\tau$ and $r_e$ retrievals can be questioned in this case too. Again, though, the results from the LES model retrievals in M06 corroborated the theoretical result, indicating that the assumption may have been valid in the case of this simulation. However, also using retrievals performed on LES clouds Z12 found the opposite result for the effect of sub-pixel averaging of reflectances, with the retrieved $r_e$ increasing above the true sub-pixel $r_e$ mean. Within 800 m × 800 m regions (close to the size of a 1 km × 1 km MODIS pixel) it was found that the $r_e$ of the 100 m × 100 m model resolution elements was approximately constant, but that there was quite a wide spread in $\tau$. Z12 showed that for such variability the nature of the dual-band (i.e. 2-D) LUT used for MODIS retrievals would lead to increases in
$r_e$ (and decreases in $\tau$) and that the increase would be greater as the sub-pixel heterogeneity of $R_{nab}$ increased. Greater $\tau$ variation than $r_e$ variation at scales smaller than a standard MODIS pixel was also demonstrated in Z12 from MODIS observations of real clouds using a 500 m resolution MODIS research algorithm to look at the normalised standard deviations of $\tau$ and $r_e$ for a MODIS cloud scene. Whether this is generally true over all cloud scenes is not clear. For the cases considered, these results negated the assumptions of the theoretical basis introduced in M06 since the sub-pixel $\tau$ variability meant that the non-orthogonal regions of the LUT were utilized. Thus it remains to be explained why the results from the LES model simulations in M06 were consistent with that theoretical basis.

One major difference between the simulations of M06 and Z12 that might provide a potential explanation is that the radiative transfer on the cloud fields from the M06 simulations were performed at the moderately high $\theta_0$ of 60°, whereas in Z12 radiative transfer was performed at $\theta_0 = 20$ and 50° and on the whole results were reported for the combination of the two $\theta_0$ values. It is likely that the result obtained will depend on the degree of sub-pixel variation of both $R_{nab}$ and $R_{ab}$, the region of the LUT covered by the reflectance values and the influence on the sub-pixel reflectances of 3-D effects. Such factors are likely to be affected by the value of $\theta_0$. Other factors that alter the orthogonality and non-linearity of the LUTs are also likely to affect this result, such as the near-infrared wavelength used, as also demonstrated in Z12. Their results showed that the increase of $r_e$ due to sub-pixel averaging was substantially greater for the 2.1 µm band relative to the 3.7 µm band, and that this most likely because the LUT for the latter is more orthogonal than for the former.

There have been several attempts in the literature to use the differences between $r_e$ from the different MODIS bands to infer information about the vertical structure of the cloud. This may be theoretically possible since the different wavelengths of light have different penetration depths into the cloud and thus produce a weighted mean $r_e$ that is representative of different vertical regions of the cloud (Platnick, 2000). How-
ever, the heterogeneity effects just mentioned will clearly impact such attempts. Further discussion on this is deferred to Sects. 3.2.2 and 4.3.

### 2.2.3 Measures of cloud heterogeneity

Given the sensitivity of the cloud optical retrievals to cloud inhomogeneity it is desirable to restrict them to regions that are as homogeneous as possible. It seems that restricting analysis to regions where the MODIS cloud fraction is high is one way to increase the probability of homogeneity, since it was shown by Wood and Hartmann (2006) that, over the scale of \( \sim 200 \text{ km} \), cloud fraction is strongly correlated with a measure of homogeneity based on the MODIS liquid water path (denoted \( \gamma_{\text{LWP}} \)). However, the degree of variability at scales smaller than the MODIS 1 km \( \times \) 1 km pixel size was not assessed. Additionally, it has been shown that inhomogeneities within completely overcast stratocumulus may still introduce retrieval artifacts (Loeb et al., 1997).

PZ11 restricted their analysis to regions that had cloud fractions > 90% over a 5 km \( \times \) 5 km region (N.B., the 5 km \( \times \) 5 km cloud mask is a standard MODIS product). Using another metric, the sub-pixel heterogeneity index, defined in Zhang and Plantnick (2011) as the ratio between the spatial standard deviation and mean of the 0.86 \( \mu \)m reflectance over an area of 1 km \( \times \) 1 km, PZ11 found that such > 90% cloud fraction regions were generally very homogeneous by this measure. However, this quantity only measures the sub-pixel scale variability of the clouds. Variability over larger scales was not examined in PZ11 and open questions remain concerning the scale over which homogeneity is required in order to avoid 3-D radiative biases (within acceptable tolerances).

In line with other studies, PZ11 found that, on average, MODIS \( r_e \) values were 15–20% too large compared to the in-situ observations, despite the reported sub-pixel homogeneity. The reason for this discrepancy was not established, although it can be speculated that a combination of the types of effects discussed above (3-D radiative transfer and sub-pixel averaging of reflectances) may be to blame. The results also suggest that ensuring low sub-pixel \( R_{\text{nab}} \) heterogeneity does not mean that \( r_e \) biases will be avoided.
Following Cahalan et al. (1994), Seethala and Horvath (2010) assessed cloud homogeneity from MODIS scenes over larger scales (0.25° × 0.25°) using a measure of τ variability (denoted γτ). However, a difficulty with the measures of cloud heterogeneity mentioned so far is that they depend on reflectance variability. Variability in reflectance has been shown to be caused by viewing geometry variations (particularly due to high θ0) and so this is not always a measure of actual physical cloud variability; it is useful to be able to separate these two effects.

In this paper we use the standard deviation of the MODIS Cloud Top Temperature (CTT) over a 1° × 1° region, σCTT, to characterize heterogeneity. This will not be affected by optical artifacts, as would be the case for γτ and γLWP and thus should be more representative of the physical cloud heterogeneity. This measure also has the advantage that it will characterize cloud top heterogeneities, whereas the other measures could also be affected by e.g. extinction variability within cloud; the studies mentioned in Sect. 2.2.1 (Loeb et al., 1997; Varnai and Davies, 1999) found that cloud top height variability had a larger effect on cloud reflectance than did extinction variability. However, σCTT may not represent the heterogeneity well if the important scale of variability is at a scale smaller than that of the MODIS CTT resolution (5 km).

### 2.3 Method for assessing the effect of Solar Zenith Angle on MODIS cloud retrievals

The operational MODIS Level-3 (hereafter L3) dataset is produced by averaging individual Level-2 (L2) swaths onto a 1° × 1° grid on a daily basis. MODIS swaths from individual satellites (i.e. Terra or Aqua) start to overlap at latitudes higher than 23°, which means that some locations at such latitudes are sampled on more than one consecutive overpass. At latitudes higher than 62° three consecutive overpasses are possible and near the poles overpasses occur throughout the day. More than one daylight overpass for a given location means that retrievals are made at more than one local time and therefore with more than one value of θ0.
As an example, Fig. 1a and b show the maximum $\theta_0$ of all of the available MODIS Terra (equator crossing time 10:30 LT) and Aqua (13:30 LT) daytime overpasses for 20 June 2007. The results for Terra and Aqua are very similar. Daytime overpasses are defined as $\theta_0 \leq 81.4^\circ$, which is the $\theta_0$ range for which optical retrievals are made ($\tau$, $r_e$, $N_d$, etc.). At high southern latitudes there is no data because $\theta_0$ never reaches below this value on this austral mid-winter day. The individual swaths, with data gaps in between at low latitudes, can be discerned from this figure. It also demonstrates the variety of maximum $\theta_0$ values at a given latitude due to the differing number of orbit overlaps that are possible. At low latitudes lower $\theta_0$ values are present towards the eastern (western) regions of the swaths for Terra (Aqua) since these off-nadir regions are sampled at later local times, which are closer to noon relative to the western (eastern) parts of the swaths.

At high northern latitudes the pattern becomes more complicated due to there being several overpasses per day with $\theta_0 < 81.4^\circ$. The exact number varies with longitude as well as latitude, since it depends on how many of the swaths overlap. Figure 1c and d show the difference between the maximum and minimum $\theta_0$ for the same day. From this pattern the changes in the number of overpasses per day can be discerned. North of 62$^\circ$ N the maximum minus minimum $\theta_0$ can reach between $\sim 20–45^\circ$ showing that even though the maximum $\theta_0$ is high there will be some overpasses with a more reasonable $\theta_0$ akin to those sampled at much lower latitudes. The pattern changes from day to day as the centres of the swath paths precess to different longitudes over a 16 day period.

For high latitude regions very high $\theta_0$ retrievals are made. Data from all available overpasses are averaged into a daily value for the Level-3 product, which gives the potential for the inclusion of higher $\theta_0$ retrievals than are necessary and may lead to biases in the retrieved $\tau$, $r_e$ and $N_d$ values, for the reasons discussed earlier. However, the effect of $\theta_0$ on $r_e$ and $N_d$ retrievals remains unquantified and a demonstration of the effect of using actual MODIS data is also lacking. Here we make such an estimate.
2.3.1 MODIS data employed

Determining the effect of $\theta_0$ on MODIS retrievals using the MODIS data record without also aliasing change in other variables is difficult. At latitudes lower than around 62° there are a maximum of two Aqua or Terra overpasses in daylight hours and thus relatively little $\theta_0$ range is sampled during one day for a given location. To test a wide range of $\theta_0$ for lower latitudes therefore requires that either a long time period is sampled in order to incorporate seasonal changes in $\theta_0$, or that a range of latitudes is sampled. Unfortunately both of these are likely to also cause systematic (but unquantified) changes in $N_d$ due to real-world (i.e. non-retrieval based) changes.

Sampling at higher latitudes, however, offers a solution, although there are limitations there too. Because Aqua and Terra are polar orbiters, at a high enough latitude there will be overpasses throughout the day, which will encompass a wide range of $\theta_0$ values. Unfortunately, throughout most of the year the Sun is too low in the sky to get a low enough minimum $\theta_0$ to allow a wide range of $\theta_0$ values to be tested. However, at mid-summer it is possible to achieve minimum $\theta_0$ values as low as 45° at latitudes as high as 70° and thus a reasonable range of $\theta_0$ can be sampled.

A problem with high latitudes, though, is the presence of ice covered surfaces. Retrievals over ice are generally considered problematic (King et al., 2004) and it is possible that this would introduce its own biases. The Antarctic continent covers most longitudes at the relevant latitudes in the Southern Hemisphere and in regions where that is not the case there is sea-ice present in mid-summer. However, in the Northern Hemisphere the Barents and Norwegian Seas are relatively sea-ice free for most of the year (Fig. 2) and it is here (in the boxed region of the figure) that we focus our efforts.

The period of 13–30 June was chosen for this study in order to allow for a full cycle of the 16 day orbital path precession of the Aqua and Terra satellites and to allow a variety of solar and sensor zenith angle combinations for a given location. However, the period is likely short enough that there would be little seasonal variation in the daily mean $\theta_0$, which is also aided by the choice of a mid-summer time period. Seasonal changes
are much smaller than the changes in $\theta_0$ due to the diurnal sampling by MODIS. This period is analysed for the years 2007–2010 for both the Aqua and Terra satellites.

When trying to discern the effects of $\theta_0$ on $N_d$ it is important to sample only a small range of latitudes since $\theta_0$ is a strong function of latitude and $N_d$ also may systematically change with latitude. Therefore this would produce spurious results. Thus, the box shown in Fig. 2 was chosen to cover a small latitude range of only $72–75^\circ$ N. A fairly large longitude range ($-3$ to $48^\circ$ E) is chosen to give lower statistical noise. $\theta_0$ values for MODIS overpasses do not vary systematically with longitude and so regional cloud properties should not introduce any apparent $\theta_0$ effects. In order to assess potential longitude dependent or regional effects, we have investigated the effect of splitting the domain into equal sized eastern and western regions and found that the results (shown later) are very similar for both regions. Also, similar results are obtained for both the first half and the second half of the time period. $\theta$ and $\phi$ can both co-vary with $\theta_0$ and certain ranges of both are known to introduce biases in MODIS cloud optical property retrievals as discussed in Sect. 2.2.1. However, we will show shortly that it is possible to isolate the effects of $\theta_0$ and $\theta$.

Apart from the effects just mentioned, the only remaining likely source of systematic variation in cloud properties with $\theta_0$ (apart from the unidentified radiative sources that lead to retrieval errors that we are looking for) is that due to diurnal variation. Since we are utilizing the diurnal variation in $\theta_0$ we cannot remove any potential artifacts due to this. However, we argue that the effect of the diurnal cycle on our results is likely to be small. For brevity, a detailed discussion of this issue is deferred to Appendix B.

### 2.3.2 Methodology for the MODIS data processing

In a similar manner to that used to create the MODIS L3 product (King et al., 1997; Oreopoulos, 2005), we processed the sub-sampled joint-L2 swaths for these times into $1^\circ \times 1^\circ$ grid boxes. To confirm that there is no effect from the sub-sampling inherent in the joint-L2 product, we also performed the analysis using full resolution L2 files for
only one of the years and found little change to the results, consistent with Oreopoulos (2005).

Unless otherwise mentioned, for the MODIS dataset referred to throughout the rest of this paper we have applied some restrictions to each 1° × 1° gridbox in order to attempt to remove artifacts that may cause biases:

1. At least 50 joint-L2 1 km resolution pixels from the MODIS swath fell within the gridbox. This represents approximately a third of the total possible for gridboxes at these latitudes.

2. At least 90% of the available pixels were successfully designated as either liquid cloud, ice cloud, undetermined cloud, or as clear by the MODIS operational optical cloud properties retrieval algorithm and did not suffer from sunglint. For the other 10% of pixels there was either sunglint, or the MODIS algorithm could not set them as clear or cloudy, which could be due to various factors. Analysis was not performed on such pixels.

3. All of the pixels remaining after restriction (2) were required to be of liquid phase. Thus the liquid cloud fraction over the gridbox (CF_{liq}) was at least 90%. A high cloud fraction helps to ensure that the clouds are not broken (except for the possibility of clear regions in the 10% mentioned in (2) and sub-pixel clear regions), since broken clouds are known to cause biases in retrieved optical properties due to photon scattering through the sides of clouds. Often retrievals of droplet concentrations, which rely on optical depth and effective radius, are restricted to high cloud fraction fields for this reason (B07; PZ11) and so we focus on such datapoints here. However, an overcast grid box still allows cloud heterogeneities caused by variations in cloud top height, cloud optical extinction (including sub-pixel scale holes), cloud depth, etc. Thus homogeneity is not ensured. Such issues are discussed in detail in Sect. 2.2.

4. For at least 90% of the pixels remaining after (3) successful simultaneous retrievals of both $\tau$ and $r_e$ were performed and the cloud water path confidence
from the MODIS L2 quality flags was designated as “very good confidence” (the highest level possible).

5. The mean CTT is restricted to values warmer than 268 K. The reasons for this are discussed shortly.

The restriction to high CF\textsubscript{liq} also serves the purpose of attempting to ensure that grid boxes with a significant ice cloud fraction are not sampled. However, since MODIS is likely to determine the phase of only the upper regions of the cloud it is possible that the clouds contain ice in their lower regions. Indeed, it has been observed from ground based measurements that Arctic clouds are can be dominated by liquid in their upper regions, but precipitate snow (Morrison et al., 2012). Whether such clouds would be identified by MODIS as being liquid or ice and whether the presence of ice lower in the cloud would affect MODIS retrievals of $\tau$, $r\textsubscript{e}$ and $N\textsubscript{d}$ are open questions. However, the presence of ice is by no means guaranteed, especially at temperatures closer to 0°C where ice nuclei concentrations are likely to be very low (DeMott et al., 2010). Ground measurements show that at temperatures warmer than around −5°C Arctic stratus clouds can, depending on location, be almost completely dominated by liquid (de Boer et al., 2011). Issues regarding the likelihood of the presence of ice are discussed further in Appendix C.

3 Results

3.1 Examining the properties of the sampled clouds

We first examine the distribution of cloud fraction vs. height within the specified region using the CALIPSO GOCCPv2.1 (Chepfer et al., 2010) dataset. (Fig. 3). These data are for the month of June for the period 2007–2010. Here it needs to be borne in mind that CALIPSO can observe clouds at multiple heights within one profile, although thick clouds will rapidly attenuate the signal. CALIPSO reveals the presence of a significant
number of high level clouds although the mode height is 0.48–0.96 km. Thus there are a lot of clouds that likely reside within the boundary layer and which would therefore be well suited to the application of the \(N_d\) estimate using MODIS, as described in Sect. 2.1 and Appendix A.

Figure 3b shows PDFs of MODIS gridbox mean CTT for low and high \(\theta_0\) cases for grid boxes with restrictions (1–4) applied. The PDFs reveal that for both low and high \(\theta_0\) almost all of these datapoints have CTTs warmer than 260 K with a mode at around 269 K. Thus, the majority of the clouds have subzero CTTs, which may allow for some ice formation. However, as discussed above and in Appendix C, ground based observations in the Arctic generally indicate a dominance of liquid or mixed phase clouds for such cloud top temperatures.

For the low \(\theta_0\) data there is an interesting secondary mode at around 264 K, which is not present for high \(\theta_0\). Although this could indicate physical differences between the low and high \(\theta_0\) clouds (e.g. fewer liquid cloud tops at high \(\theta_0\) at the colder temperatures, perhaps related to a reduction in cloud top SW heating), the difference seems more likely to be due to retrieval differences, since if restrictions (3) and (4) are lifted the low and high \(\theta_0\) CTT PDFs are almost identical (not shown). This indicates a difference between the number of pixels that are determined to be liquid at low and high \(\theta_0\), despite having the same CTT distribution for the general unscreened population. A change in cloud glaciation due to a reduction in SW heating at high \(\theta_0\) might be expected to be accompanied by changes in CTT. Further, there are more pixels classified as “undetermined” phase at high \(\theta_0\), which also points towards problems with the phase determination being the cause. Because of the differences in CTT PDFs at CTT < \(\sim\) 268 K and given the increased likelihood of ice at such temperatures a further restriction (5) is thus applied to limit CTT to values warmer than 268 K.

Figure 4 shows the number of \(1^\circ \times 1^\circ\) datapoints for each pairing of sensor (\(\theta\)) and solar zenith angles (\(\theta_0\)) for the dataset following the application of restrictions 1–5. The figure reveals that between \(\theta_0\) of \(\sim\) 55° and 67° there is a only a narrow range of \(\theta\) encompassing only values > 50°. For \(\theta_0 < 52.5^\circ\) and \(\theta_0 > 72.5^\circ\) a spread across almost
all possible \( \theta \) values is sampled. This will allow the testing of the \( \theta_0 \) effect in isolation of potential effects due to a high \( \theta \). It also shows that restricting the maximum \( \theta \) of MODIS L3 datapoints would not be enough to avoid all high \( \theta_0 \) data being included. The sampled \( \phi \) (not shown) all correspond to angles within 30° of side scattering (= 90°), comprising two narrow ranges: 65–72.5° and 112.5–120°. Thus, the variability of \( \phi \) is unlikely to greatly affect the results.

### 3.2 Cloud properties vs. \( \theta_0 \)

We now show results of averages over the whole domain and time period of various retrieved microphysical cloud properties in different solar zenith angle bins. The results are split into averages for data in which \( \theta \) was \( \leq 41.4^\circ \) and for \( > 41.4^\circ \) to isolate the effects of \( \theta_0 \) from those of \( \theta \). 41.4° is chosen since this represents the halfway point of \( \cos(\theta) \) between 0° and the maximum MODIS \( \theta \) of 60°. It has also been shown that a higher \( \theta \) results in an increase in the reported MODIS cloud fraction (Maddux et al., 2010). This was thought to have been due to lower instrument resolution and an increased path length between the scene and the satellite with increasing \( \theta \), both of which make cloud detection more likely.

In subsequent plots, error bars represent the combined (in quadrature) instrument and sampling errors. L2 MODIS uncertainties in \( \tau \) and \( r_e \) (as provided with the retrievals) are averaged (using a simple mean) to produce \( 1^\circ \times 1^\circ \) uncertainties. This therefore assumes that L2 pixel uncertainties are fully correlated within each L3 box \( (1^\circ \times 1^\circ) \), which is also the case for the operational L3 uncertainty estimate. However, when calculating the domain and period mean values from \( 1^\circ \times 1^\circ \) boxes the instrument uncertainties are combined in quadrature assuming no correlation in order to assess the magnitude of random instrument errors. Departures outside of the calculated error range are therefore likely to represent a systematic bias. Sampling errors are calculated based on the standard deviation of the quantity of interest and the number of samples within each bin.
3.2.1 Optical depth

Figure 5 shows the mean optical depth in each SZA bin. At intermediate $\theta_0$, only $\theta > 41.4^\circ$ data is available and for the $\theta_0$ bin centered near to $75^\circ$ only data for $\theta < 41.4^\circ$ is available. This is due to the sampling pattern of MODIS (as demonstrated in Fig. 4).

Mean $\tau$ values are very similar for the two $\theta$ ranges at both low $\theta_0$, and for the $\theta_0$ bin centered around $\sim 71^\circ$. For the $79.1^\circ$ bin the $\tau$ value for high $\theta$ is 14% larger than that for low $\theta$. Although the error associated with the high $\theta$ value in this $\theta_0$ bin is fairly large, this might indicate a dependence of $\tau$ on $\theta$ at very high $\theta_0$, although it is also possible that the tendency to observe a higher cloud fraction at high $\theta$ could also be having an influence on the identification of scenes with cloud fraction > 90%.

The high $\theta$ results show that $\tau$ is fairly constant up to a $\theta_0$ value of approximately 65°. It is speculated that this would also have been the case for low $\theta$ retrievals if they had been made. For both low and high $\theta$ the $\tau$ values at the highest $\theta_0$ are higher than those at the lowest $\theta_0$. The relative increases in $\tau$ between the lowest and highest $\theta_0$ bins were 70 and 92% for the low and high $\theta$ cases, respectively (see Table 2; this table also contains these values for $r_e$ and $N_d$), representing very large increases in $\tau$ due to increasing $\theta_0$. Figure 7 shows PDFs of $\tau$ at low (50–55°) and high (75–81°) $\theta_0$ ranges for low $\theta$ only. The distribution shape is approximately lognormal in both cases and is essentially just shifted towards higher values in the high $\theta_0$ case; Table 1 gives the mean $\tau$ values and the normalized standard deviations.

3.2.2 Effective radius

For $r_e$ the results are more complicated (Fig. 6a). Here results from the three different MODIS retrieval wavelengths for $r_e$ are shown ($r_{e1.6}$, $r_{e2.1}$ and $r_{e3.7}$). The standard MODIS wavelength is 2.1 $\mu$m and $r_e$ errors are only available for this band. Therefore, the percentage errors for this wavelength are applied as errors for the other wavelengths to give an estimate of the expected uncertainty.
For the 2.1 and 3.7 µm bands there is a decrease in the mean $r_e$ between the lowest and highest $\theta_0$ bins. This is also evident in the PDFs in Fig. 8 (low $\theta$ only), which show a shape close to a normal distribution. The individual changes between the two ranges of 50–55° and 75–81° are listed in Table 2 for both low and high $\theta$; for $r_{e2.1}$ there is a mean decrease of 5% for low $\theta$ and 8% for high $\theta$, whereas for $r_{e3.7}$ the corresponding decreases are 7.4% and 8.7%. The decreases are much smaller for the 1.6 µm band, being only 1.1 and 1.6% for the low and high $\theta$ ranges, respectively. Thus in all cases there is a slightly larger decrease at high $\theta$ than at low $\theta$. The high $\theta$ results that span the $\theta_0$ range between 51.5° and 71.5° suggest a lack of dependence on $\theta_0$ in this range, which is similar to the $\tau$ result.

For a given $\theta$ range there is generally very good agreement between $r_{e1.6}$, $r_{e2.1}$ and $r_{e3.7}$ for the lower $\theta_0$ values. At $\theta_0$ of $\sim$ 71° and above, the spread between the different $r_e$ values increases with the largest spread being at the highest $\theta_0$ value tested. At this $\theta_0$, $r_{e3.7} < r_{e2.1} < r_{e1.6}$ for a given $\theta$ range. This is the opposite of what would be expected from a cloud in which the LWC was increasing with height adiabatically given the different penetration depths of the different light wavelengths (Platnick, 2000). However, this is in concurrence with several other works that have investigated MODIS retrievals such as Zhang and Plantnick (2011) and Seethala and Horvath (2010). Discussion on the possible reasons for this is deferred to Sect. 4.3.

### 3.2.3 Droplet concentration

Droplet concentrations calculated from the $1° \times 1°$ mean $\tau$ and mean $r_e$ using Eq. (A1) are shown in Fig. 6b as a function of $\theta_0$. The mean $\tau$ and $r_e$ are used rather than the individual 1 km values to be consistent with previous estimates that use Level-3 data and to reduce errors that may be caused by high resolution point estimates. For both the 2.1 and 3.7 µm bands mean $r_e$ values were shown to decrease with $\theta_0$ and $\tau$ was shown to increase. Therefore, it is perhaps not a surprise that $N_d$ increases with $\theta_0$ given Eq. (A1). $N_d$ also increases with $\theta_0$ for the 1.6 µm band where the $r_e$ decreases were much smaller. This suggests that the increase in $\tau$ is dominating the
\(N_d\) increase in that case, although it is possible that changes in the spread of the \(r_e\) size distribution and/or negative correlation between \(\tau\) and \(r_e\) could also be playing a role. Issues regarding the relative roles of these factors in causing the changes in \(N_d\) with \(\theta_0\) are discussed in Sect. 3.5.

Figure 9 shows PDFs at low and high \(\theta_0\) (for low \(\theta\) only) and reveals approximately lognormal shapes. For low \(\theta\), the increases in \(N_d\) between low and high \(\theta_0\) were 39\%, 48\% and 51\% for the 1.6, 2.1 and 3.7 \(\mu\)m bands; for high \(\theta\) the corresponding increases were 47\%, 65\% and 68\%. In addition, the low \(\theta\) values are higher than the high \(\theta\) ones for all wavelengths and at all \(\theta_0\). For the highest \(\theta_0\) this result is inconsistent with the \(\tau\) result whereby higher \(\tau\) values occurred for higher \(\theta\). This suggests that the decrease in \(r_e\) with increasing \(\theta\) is dominating at high \(\theta_0\). Again, further discussion of such issues is deferred to Sect. 3.5. In a similar manner to \(\tau\) and \(r_e\) there is a change in the behaviour of \(N_d\) at a \(\theta_0\) value of around 65\° with little dependence upon \(\theta_0\) for \(\theta_0 < 65^\circ\).

3.3 The diurnal cycle

In Sect. 2.3.1 and Appendix B we discussed the potential of a real (i.e. physical) diurnal cycle of the stratocumulus clouds causing apparent effects due to \(\theta_0\). It was noted that for the area concerned O’Dell et al. (2008) reported LWP diurnal amplitudes of \(< \sim 10–20\%\). If adiabatic clouds with no diurnal cycle in \(N_d\) are assumed then this was shown to translate to a \(\tau\) diurnal amplitude of 8–17\% and an \(r_e\) amplitude of 1.5–3\%. Plotting \(N_d\) against local time of day (Fig. 10) instead of \(\theta_0\) indicates that there is very little diurnal cycle in \(N_d\) because \(N_d\) values are almost constant between the hours of \(~ 7\) and 18:00 LT when using \(r_{e2.1}\) and \(r_{e3.7}\). If there was a diurnal cycle in \(N_d\) then some variation would be expected. These times correspond to those for which \(\theta_0\) is \(< 63–67^\circ\), which is consistent with our results in the previous sections that showed \(\theta_0\) effects for \(\theta_0 \gtrsim 65^\circ\). The symmetry of the lines around local noon also suggests an effect due \(\theta_0\) artifacts rather than a physical diurnal effect since the observed LWP diurnal cycle
was shown in O’Dell et al. (2008) to be asymmetrical with a maximum value at around 03:00–06:00 LT.

The results for effective radius (not shown) for $r_{e2.1}$ and $r_{e3.7}$ are very similar to those of $N_d$. Those for $\tau$ (not shown) do show some asymmetry around local noon that would be consistent with a real diurnal cycle. However, the observed increase in $\tau$ of 70–90% at high $\theta_0$ relative to at low $\theta_0$ is much larger than the expected 8–17% increase in $\tau$ due to the LWP diurnal cycle. However, it is difficult to estimate the true $\tau$ diurnal cycle from our results and therefore to fully resolve the effects seen here into those due to $\theta_0$ artifacts and those due to any real diurnal cycle. Therefore, this is left to future work.

Another remaining issue is that the diurnal results using $r_{e1.6}$ were more complicated than those of $r_{e2.1}$ and $r_{e3.7}$ suggesting the potential for either height (within cloud) dependent effects or the possibility that retrievals from this band are less reliable. The work required to solve these issues is also beyond the scope of this paper.

3.4 The effect of cloud heterogeneity

Figure 3c shows PDFs of $\sigma_{CTT}$ for gridboxes that have had restrictions (1–5, see Sect. 2.3.2) applied and for $\theta \leq 41.4^\circ$ for both low and high $\theta_0$. The distributions at low and high $\theta_0$ are very similar suggesting that the variability of cloud top height is comparable when the Sun is oblique (i.e. near sunrise/sunset) and when it is higher in the sky (near local noon), at least for this restricted subset of clouds and at the scales probed by the 5 km resolution CTT measurements. This indicates that the diurnal cycle is having little physical impact on this aspect of cloud heterogeneity. Therefore we might expect that for a given $\sigma_{CTT}$, the subsets of clouds at low and high $\theta_0$ are likely to be physically similar in this respect, so that any differences in the retrieved $\tau$ and $r_e$ are primarily due to retrieval artifacts.

We now examine the variation of $\tau$, $r_e$ and $N_d$ as a function of $\sigma_{CTT}$. The restrictions 1–5 described in Sect. 2.3.2 still apply for these results.
3.4.1 Cloud heterogeneity effects on optical depth

Figure 11a shows mean \( \tau \) as a function of \( \sigma_{\text{CTT}} \), at low \( \theta \) values of < 41.4° for both low and high \( \theta_0 \). Figure 11b shows the \( \tau \) difference between high and low \( \theta_0 \) vs \( \sigma_{\text{CTT}} \). In the lower range of \( \sigma_{\text{CTT}} \) (<~ 0.625–0.875 K) \( \tau \) increases as \( \sigma_{\text{CTT}} \) decreases for both low and high \( \theta_0 \). The increase is much larger for high \( \theta_0 \) (58% increase between \( \sigma_{\text{CTT}} = 0.875 \) and \( \sigma_{\text{CTT}} = 0.125 \) K) than for low \( \theta_0 \) (an increase of 27% over the same range). At higher \( \sigma_{\text{CTT}} \), \( \tau \) is approximately constant within the error range. It is evident that the increase in \( \tau \) between low and high \( \theta_0 \) occurs at all values of \( \sigma_{\text{CTT}} \). However, the increase is greatest at low values of \( \sigma_{\text{CTT}} \), i.e. when the cloud tops are more homogeneous.

These results are surprising as previous work (Loeb et al., 1997; Varnai and Davies, 1999) has suggested that a “bumpy” cloud top was the most likely explanation for the increase in \( \tau \) with increasing \( \theta_0 \). If that were the case then it might be expected that \( \tau \) would increase with increasing \( \sigma_{\text{CTT}} \) at high \( \theta_0 \), that the \( \tau \) increase with \( \theta_0 \) would be greater at higher \( \sigma_{\text{CTT}} \), and that at low \( \sigma_{\text{CTT}} \) there would be little difference in \( \tau \) between low and high \( \theta_0 \) cases. This suggests that either: (1) \( \sigma_{\text{CTT}} \) is not an appropriate indicator of cloud top heterogeneity in terms of producing \( \tau \) retrieval artifacts for these clouds. A possible reason for this could be that, as mentioned earlier, the spatial scale of the cloud top variations that cause the increase in \( \tau \) is smaller than what can be resolved by the 5 km resolution available from MODIS CTT data. However, it seems likely that small scale variability would also increase in conjunction with increases in the variability at scales resolved by the 5 km CTT data; (2) another form of heterogeneity is the cause. Extinction variations inside the cloud (without cloud top height variability) is one possibility, although this was found to have a small effect in Loeb et al. (1997) and Varnai and Davies (1999). Sub-pixel variability is another likely factor. This was suggested to cause \( \tau \) decreases in M06 and Z12 and so this my be counteracting the expected increase due to resolved scale heterogeneity; or (3) that the actual (i.e. as opposed to the retrieved) \( \tau \) of the clouds was lower at higher \( \sigma_{\text{CTT}} \). The physically
higher $\tau$ values at low $\sigma_{CTT}$ might be expected to lead to a greater $\tau$ bias between low and high $\theta_0$ (Loeb and Davies, 1996, 1997; Loeb and Coakley, 1998), as seen in Fig. 11.

Further analysis of the relative merit of these explanations is beyond the scope of this study.

### 3.4.2 Cloud heterogeneity effects on effective radius

Figure 12a and b show $r_e$ for the different wavelengths vs. $\sigma_{CTT}$ at low and high $\theta_0$, respectively. The figure shows $r_e$ values that decrease with increasing $\sigma_{CTT}$ (i.e. increasing cloud top heterogeneity) for all wavelengths. However, $r_{e3.7}$ experiences the largest decrease and $r_{e1.6}$ experiences only small changes. At low $\sigma_{CTT}$, $r_{e3.7} > r_{e2.1} > r_{e1.6}$, which is actually what would be expected given the increased penetration depth of the shorter wavelength bands relative to the longer wavelength ones and an assumed increase of droplet size with height (e.g. see Platnick, 2000). The contrast to the usual MODIS observation of $r_{e3.7} < r_{e2.1} < r_{e1.6}$ (e.g. Zhang and Plantnick, 2011) raises the possibility that the latter is caused by cloud top heterogeneity and that for homogenous cloud tops (at low $\theta_0$) the $r_e$ retrievals are more reliable and less prone to artifacts. Again, though, we have to bear in mind the possibility of physical cloud changes with $\sigma_{CTT}$.

The high $\theta_0$ results follow a similar pattern with a larger $r_e$ decrease with increasing $\sigma_{CTT}$ for $r_{e3.7}$ and $r_{e2.1}$ compared to $r_{e1.6}$. In fact, in the lower range of $\sigma_{CTT}$ ($< 0.6$ K) $r_{e1.6}$ actually increases slightly with $\sigma_{CTT}$. The convergence of $r_{e1.6}$, $r_{e2.1}$ and $r_{e3.7}$ at the lowest $\sigma_{CTT}$ value is probably fortuitous and likely due to the trends with $\sigma_{CTT}$ of the different wavelength $r_e$ values. Such convergence also occurs in Fig. 12a, although at a higher $\sigma_{CTT}$ value. The difference can likely be put down to the effect of $\theta_0$ since Fig. 3c suggests that the low and high $\theta_0$ clouds would be physically similar at a given $\sigma_{CTT}$.

Additionally, the $r_e$ values at high $\theta_0$ are generally lower than, or similar to, those at low $\theta_0$ for any given $\sigma_{CTT}$, with the differences being considerably greater for $r_{e3.7}$ and
The relative lack of change of $r_{e1.6}$ with $\theta_0$ and $\sigma_{CTT}$ again raises the possibility that this wavelength might be less susceptible to $r_e$ artifacts caused by cloud top heterogeneity at high $\theta_0$. It also might be an argument against physical droplet size variations with $\sigma_{CTT}$. On the other hand, the overall reliability of MODIS $r_e$ retrievals using the 1.6 $\mu$m band is still a matter of debate. For the other wavelengths, the decreases in $r_e$ between low and high $\sigma_{CTT}$ are large, with the maximum decrease being 4.3 $\mu$m (35%) in the case of $r_{e3.7}$ at high $\theta_0$. Given the sensitivity of $N_d$ to $r_e$ this is likely to have a large impact on the retrieved $N_d$.

### 3.4.3 Cloud heterogeneity effects on droplet concentration

Similar plots to Fig. 12, but for $N_d$, are shown in Fig. 13a and b. Interestingly, in the low $\theta_0$ case, at low $\sigma_{CTT}$, $N_d$ values for all 3 wavelengths are very similar and there is little variation with $\sigma_{CTT}$. There is an increase and divergence amongst the wavelengths at higher $\sigma_{CTT}$, although the error bars also get larger. The increases from the lowest to highest $\sigma_{CTT}$ value are 25, 40 and 71% in the $r_{e1.6}$, $r_{e2.1}$ $r_{e3.7}$ cases, respectively.

For the high $\theta_0$ case, $N_d$ values are higher than for low $\theta_0$ for any given $\sigma_{CTT}$ value as expected from the $\tau$ and $r_e$ results and from the results of Sect. 3.2.3. As for at low $\theta_0$, though, $N_d$ is similar for the three wavelengths at low $\sigma_{CTT}$ and there is little variation of $N_d$ with $\sigma_{CTT}$. However, compared to at low $\theta_0$, $N_d$ from the different wavelengths diverge at a lower $\sigma_{CTT}$ and at high $\sigma_{CTT}$ they diverge more widely and produce much higher $N_d$ values. Although, again, the error bars are large at high $\sigma_{CTT}$ due to a lack of samples. The increases in $N_d$ between the lowest $\sigma_{CTT}$ value and $\sigma_{CTT} = 2.6$, where the maximum $N_d$ occurs, are 19, 69, 117% for the $r_{e1.6}$, $r_{e2.1}$ $r_{e3.7}$ cases, respectively. Thus at both low and high $\theta_0$ the changes in $N_d$ are smaller for $r_{e1.6}$.

It is interesting that at both low and high $\theta_0$ there is little change in $N_d$ with $\sigma_{CTT}$ for low $\sigma_{CTT}$, as well as little difference between $N_d$ from the different wavelengths. The constant $N_d$ is due to the cancellation of an increasing $\tau$ and increasing $r_e$ as $\sigma_{CTT}$ decreases. Since we might expect retrievals to be less prone to retrieval artifacts at low $\sigma_{CTT}$, the increase in $\tau$ with decreasing $\sigma_{CTT}$ might suggest that the more homogeneous...
clouds are actually physically thicker with a corresponding higher $\tau$ and higher $r_e$, and thus that the $\tau$ and $r_e$ changes are physical rather than due to retrieval artifacts. Also, it is feasible that $N_d$ might be the same for homogeneous and heterogeneous clouds if the aerosol supply was similar for both cases, which would be consistent with the above result. However, heterogeneity is also known to be associated with increased precipitation and thus an increased CCN sink and might also be associated with altered updraft speeds, which would alter $N_d$ activation. Shedding further light on this is difficult, however, without further observations of the clouds in question.

### 3.5 Attribution of $N_d$ changes with $\theta_0$ to $\tau$ and $r_e$ changes

It would be useful to be able to determine whether the changes in $N_d$ that occur with increasing $\theta_0$ were mainly due to changes in $\tau$ or changes in $r_e$. As shown already, the means of both quantities change with increasing $\theta_0$ in the direction that causes an $N_d$ increase, and so both are likely to contribute to some degree. Here we estimate the individual effects using a sensitivity analysis based upon Latin Hypercube Sampling for the change in $N_d$ between the low and high $\theta_0$ ranges that were used for the PDFs earlier. The details of this are described in Appendix D. Here we just discuss the main results, which are presented in Table 2. The main foci of the discussion here are the $\Delta N_{\Delta r_e}$ and $\Delta N_{\Delta \tau}$ values, which are the relative change in $N_d$ between low and high $\theta_0$ due to, respectively, changes in $r_e$ only and changes in $\tau$ only (see Eq. D1).

When considering the whole cloud population, the results show that for the 1.6 µm band the contribution from changes in the $\tau$ distribution between low and high $\theta_0$ have an effect on $N_d$ that is roughly 5–6 times larger than that from $r_e$ changes. This is perhaps not a surprise given the relative lack of change in $r_e$ with $\theta_0$ for that band. The $r_e$ sensitivity is greater for the other bands; for the 2.1 µm band $\Delta N_{\Delta \tau}$ is a factor of two larger than $\Delta N_{\Delta r_e}$, whereas for the 3.7 µm band it is only 40 % larger. The greater sensitivity of $N_d$ to $\tau$ biases between low and high $\theta_0$ may be initially unexpected given the fact that the power to which $r_e$ is raised to in Eq. (A1) is five times greater than that for $\tau$. 
For the high $\sigma_{CTT}$ cases (i.e. for the more heterogeneous clouds), however, the balance between $\Delta N_{\Delta \tau}$ and $\Delta N_{\Delta r_e}$ shifts towards $\Delta N_{\Delta r_e}$. At low $\theta$, $N_{\Delta \tau}$ is 2.5 times larger than $\Delta N_{\Delta r_e}$ for the 1.6 $\mu$m band. However, for the 2.1 and 3.7 $\mu$m bands the sensitivity to $r_e$ is greater than the $\tau$ sensitivity; $\Delta N_{\Delta r_e}$ is 16% larger than $\Delta N_{\Delta \tau}$ for 2.1 $\mu$m and 54% larger for 3.7 $\mu$m.

Overall, these results suggest that biases in $\tau$ and $r_e$ between low and high $\theta_0$ can both be important causes of the increase in $N_d$ at high $\theta_0$, depending upon the $r_e$ band and the cloud heterogeneity.

4 Discussion

4.1 Potential explanations for the $r_e$ decrease with $\theta_0$

In this section we discuss possible reasons for the decrease in $r_e$ we observe as $\theta_0$ increases. Table 3 summarizes three potential effects that could be a cause of $r_e$ changes with $\theta_0$ and the direction of their effects on $r_e$. These mechanisms are discussed in more detail below. It should be noted that there may be additional effects in operation that are not listed here. The three mechanisms are as follows:

1. The averaging scale $r_e$ bias. There have been very few previous studies of the effect of $\theta_0$ upon MODIS $r_e$ retrievals. There have, however, been a few recent studies concerning the effects of cloud heterogeneity and 3-D radiative transfer on $r_e$ retrievals, which may shed some light on the effect of high $\theta_0$ on $r_e$ retrievals. As discussed in Sect. 2.2.2, M06 and Z12 found opposite signs for the effect of sub-pixel averaging on $r_e$ retrievals and it was suggested in Sect. 2.2.2 that a potential cause of the disagreement may be that the radiative transfer was performed at a higher $\theta_0$ in M06 than in Z12. This indicates that varying $\theta_0$ may influence the sign of $r_e$ changes during sub-pixel averaging. However, in order to cause a negative $r_e$ bias relative to the true $r_e$ it would be required that there was a high degree of physical $r_e$ variability within scale of the pixel. Z12 showed that
clouds physically tend to have more $\tau$ variability than $r_e$ variability over the scale of a MODIS pixel and so an overall negative bias due to this effect seems unlikely. It is likely that in M06, rather than there being a high degree of physical $r_e$ variability within the pixel scale, there was a high degree of $R_{ab}$ variability caused by 3D radiative effects at high $\Theta_0$ due to the increased interception of photons by cloud sides and extra illumination and shadowing effects when the Sun is low in the sky (e.g. see Loeb et al., 1997). As explained in M06, this would have the effect of causing an overestimate of $r_e$ at small averaging scales, with the positive bias reducing towards zero as the averaging scale is increased.

For the lower $\Theta_0$ results of Z12, increased averaging scales led to an increasingly positive $r_e$ change. Therefore at sufficiently large averaging scales it is possible for $r_e$ values at high $\Theta_0$ to be lower than those at low $\Theta_0$, as observed in our study. However, the relative changes of $r_{e2.1}$ and $r_{e3.7}$ give some indications that this averaging scale effect is unlikely to be the dominant cause of the $r_e$ that we observed. This is discussed in the next section (Sect. 4.2).

2. The plane parallel (PP) $r_e$ bias. As described in Sect. 2.2.1 non-absorbing reflectances ($R_{nab}$) from real heterogeneous clouds under 3-D radiative transfer and those from the PP model are found to change in opposite directions as $\Theta_0$ increases. This leads to an increasingly positive $\tau$ bias with increasing $\Theta_0$. If differences in absorbing wavelength reflectances ($R_{ab}$) between real and PP clouds varied in a similar manner with $\Theta_0$ then this would lead to a negative $r_e$ bias (because $r_e$ reduces with increasing $R_{ab}$) at high $\Theta_0$ and might provide another potential explanation for the observed result. Indeed Loeb and Coakley (1998) provide some evidence that $R_{ab}$ may respond to 3-D radiative effects in a similar manner to $R_{nab}$.

3. The droplet size distribution (DSD) bias. Zhang (2013) found that wider DSDs than those assumed by the MODIS retrieval (MODIS assumes a single DSD width) would lead to a negative bias in the retrieved $r_e$. 
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In reality it is likely that combinations of all of these effects will occur to cause increases or decreases in \( r_e \) depending upon circumstances. Further work is needed to elucidate the signs and magnitudes of these effects under different viewing geometries, cloud fields, etc.

### 4.2 Potential explanations for why the \( r_e \) reduction with \( \theta_0 \) varies amongst MODIS bands

Another interesting aspect of the current work is the stronger observed decrease of \( r_{e3.7} \) with increasing \( \theta_0 \) compared to \( r_{e2.1} \), along with the lack of change of \( r_{e1.6} \). Here we discuss possible reasons for this by considering the likely relative magnitudes of the three effects mentioned in the previous subsection for the different MODIS bands (see Table 3). We attempt to estimate these relative changes for effect (1), although these estimates are fairly uncertain. For effect (2) there has been little previous work on this and such work is beyond the scope of this study and so we leave this as an unknown. Also, most previous work has only considered differences between \( r_{e2.1} \) and \( r_{e3.7} \).

As mentioned in the previous subsection, it seems likely that in the model results of M06 3D effects at high \( \theta_0 \) caused a positive bias in \( r_e \) when the averaging scale was small (effect 1 above and in Table 3). Interestingly, such an overestimate is likely to be larger for \( r_{e3.7} \) than for \( r_{e2.1} \). Figure 14 shows an example of why this is so. The assumption is made that there are a number of small regions of cloud with the same \( r_e = 14 \mu m \) and \( \tau = 21.4 \). These correspond to \( R_{ab} \) and \( R_{nab} \) values that can be determined using PP LUTs similar to those used operationally for MODIS retrievals. It is then assumed that 3D radiative transfer at high \( \theta_0 \) causes the absorbing and non-absorbing reflectances of half of these regions to be decreased and half to be increased by the same amount, \( \Delta R = 0.05 \), from the PP values. If PP retrievals are then performed upon these distorted reflectances then the retrieved \( r_e \) increases relative to the true \( r_e \). However, the retrieved \( r_{e3.7} \) is 4 \( \mu m \) larger than \( r_{e2.1} \) (\( r_{e2.1} = 15.3 \mu m \), \( r_{e3.7} = 19.3 \mu m \)). \( r_{e1.6} = 14.7 \mu m \) and so experiences the least bias.
Table 4 shows the magnitude of this effect at different $\theta$ and $\phi$ and reveals that the bias from the true values and the difference between $r_{e3.7}$ and $r_{e2.1}$ is likely to be lower at high $\theta$ (50°) than at nadir. The biases when $\phi = 30^\circ$ are especially low, suggesting that 3-D effects are highly sensitive to the viewing geometry. The sign of the relative differences between the different bands is maintained at all the viewing geometries, with $r_{e3.7} > r_{e2.1} > r_{e1.6}$.

Thus for high resolution retrievals at high $\theta_0$ 3D effects are likely to cause an overestimate in $r_e$. Then upon averaging reflectances over ever larger averaging scales the retrieved $r_e$ would be expected to decrease towards the true value as the positive and negative reflectance changes start to cancel out. The above example suggests that for high $\theta_0$, at any given averaging scale we would expect $r_{e3.7}$ to be larger than $r_{e2.1}$. However, this was not what was observed, which would indicate that 3-D effects of this type are not the sole cause of the observed retrieved $r_e$ values. Some caveats here are that for real-world 3D effects it may not be the case that $\Delta R$ values are the same for all of the non-absorbing bands and it may not be the case that positive $\Delta R$ values are the same as negative ones. The latter would mean that the overall reflectance change was zero on average, which according to the works cited in Sect. 2.2.1 (regarding the PP $r_e$ bias) is not likely to be the case. In addition, the other effects mentioned (the PP $r_e$ bias and the DSD bias) also have the potential to interact with these effects to produce the result observed in this paper. For example, Zhang (2013) showed that the decrease in $r_e$ due to the effects of a wide DSD are likely to be greater for $r_{e3.7}$ than for $r_{e2.1}$, which is consistent with the results presented here for high $\theta_0$. However, it is unclear why this would not also be observed at low $\theta_0$. Further work is required to investigate these matters, which is beyond the scope of this study.

4.3 Discussion on the observed changes in the retrieval of $r_e$ with cloud heterogeneity

The results described in Sect. 3.4.2 and discussed in Sect. 4.2 showed that a general decrease in $r_{e2.1}$ and $r_{e3.7}$ occurs with increasing $\sigma_{CTT}$ for all the $\theta_0$ values studied here.
\(\theta_0 > 50^\circ\), but that there was little change in \(r_{e1.6}\). \(r_{e3.7}\) was also found to decrease at a faster rate than \(r_{e2.1}\). Both \(\theta_0\) increases and physical cloud top heterogeneity (as described by \(\sigma_{CTT}\)) are likely to cause increases in reflectance heterogeneity. This is consistent with the observed greater decrease in \(r_{e3.7}\) compared to \(r_{e2.1}\) as \(\sigma_{CTT}\) increases and the results from Sect. 3.2.2 whereby \(r_{e3.7}\) was the wavelength most strongly affected by \(\theta_0\) changes. However, a significant caveat is that it is not clear that \(\sigma_{CTT}\) is a good indicator of sub-pixel heterogeneity. Since the cloud top temperature is retrieved at 5 km resolution \(\sigma_{CTT}\) might not correlate with variability at scales smaller than this.

Another complicating factor here is that there may be some physical cloud changes that occur as a function of \(\sigma_{CTT}\) as was also indicated by the variation in \(\tau\) with \(\sigma_{CTT}\). This could alter the vertical structure of droplet radius and thus the relative \(r_e\) values from the different bands. At low \(\theta_0\) the clouds with more homogeneous cloud tops had \(r_{e3.7} > r_{e2.1} > r_{e1.6}\), which is actually what might be expected from a cloud in which \(r_e\) increased with height due to the increased penetration depth of the smaller wavelengths of light (e.g. see Platnick, 2000). Many studies have suggested that the differences between MODIS \(r_{e1.6}\), \(r_{e2.1}\) and \(r_{e3.7}\) can impart information on the vertical structure of \(r_e\) near cloud top (Chang and Li, 2002, 2003; Chen et al., 2007; Seethala and Horvath, 2010; Nakajima et al., 2010a, b). It would be expected that \(r_e\) would increase monotonically with height in an idealised cloud with no entrainment occurring and no drizzle drops present. In reality both may occur and so may have the potential to reverse this gradient. The observation from Fig. 12a that the \(r_{e1.6}\), \(r_{e2.1}\) and \(r_{e3.7}\) values are consistent with such a gradient reversal between low and high \(\sigma_{CTT}\) is interesting since high \(\sigma_{CTT}\) values are likely to be associated with more prevalent drizzle.

However, the work of Z12 and Zinner et al. (2010) suggests that precipitation is unlikely to have a large impact on \(r_e\) retrievals. In addition, theoretical work presented in King and Vaughan (2012) indicates that measurement and plane parallel modelling uncertainties are likely to be too large to accurately discern differences in the vertical variation of \(r_e\) using the MODIS bands available.
Despite the uncertainties in determining the relative importance of physical and retrieval artifacts as a function of $\sigma_{\text{CTT}}$ in our results, it can be said that $\theta_0$ affects the relative values of $r_{e1.6}$, $r_{e2.1}$ and $r_{e3.7}$ at all $\sigma_{\text{CTT}}$, and therefore that $\theta_0$ effects will need to be considered if attempting to determine vertical variation information from MODIS observations.

5 Summary and implications

In this paper we have examined the effect of Solar Zenith Angle ($\theta_0$) on MODIS retrievals of $\tau$, $r_e$ and $N_d$, where the latter is a function of the two former quantities (Eq. A1). To do this we examined Arctic stratocumulus clouds in a region of the Norwegian/Barents Sea (72 to 75° N, −3 to 48° E). This region has the advantage of being completely free of sea-ice throughout the year, but yet it is far enough north to experience several Terra and Aqua overpasses per day. This means that $\theta_0$ retrieval effects can be examined in actual MODIS data by utilizing the diurnal cycle. Potential latitudinal and seasonal variations of cloud properties can be avoided by focusing upon a short time period (13–30 June) and upon a small latitude range. However, there is the possibility that there are physical changes of the clouds during the diurnal cycle. We argue that these changes are likely to be small because the diurnal cycle here is one of the weakest on Earth in terms of LWP variation (O’Dell et al., 2008), probably because the Sun is only below the horizon for a short period in this mid-summer period. We have also showed that the variation within our region of retrieved $N_d$ with local time is more characteristic of a $\theta_0$ retrieval artifact than of a diurnal cycle.

In addition to this, we have looked for differences between low and high $\theta_0$ periods in quantities that give some information on the physical states of the clouds, but that are not affected by the types of optical retrieval bias that we are searching for. These include the MODIS cloud top temperature (CTT) and the variability of MODIS CTT ($\sigma_{\text{CTT}}$). CTT and $\sigma_{\text{CTT}}$ PDFs are virtually identical for the low and high $\theta_0$ ranges, sug-
suggesting that there is little physical difference in the cloud populations at these different times of day in terms of cloud thickness and heterogeneity.

The results of the $\theta_0$ analysis showed that the mean $\tau$ was fairly constant between $\theta_0 = 50^\circ$ and $\sim 65^\circ$, but then increased rapidly with an increase of over 70% between the lowest and highest $\theta_0$. In contrast the change between the low and high Sensor Zenith Angles ($\theta$) ranges was small at both low and high $\theta_0$. The change due to $\theta_0$ is consistent with previous studies on the effect of $\theta_0$ on $\tau$ (Loeb and Davies, 1996, 1997; Loeb and Coakley, 1998; Loeb et al., 1998, 1997; Varnai and Davies, 1999). From these studies it was ascertained that the bias arose through differences in the how the reflectance of real (heterogeneous) clouds changed with $\theta_0$ relative to the plane parallel clouds used to model the reflectance-$\tau$ relationships used for retrievals. These studies suggested that the difference was mainly a result of variability in cloud top height rather than extinction variability. The lack of $\theta$ sensitivity is perhaps more surprising, although studies have shown that the magnitude and sign of the effect of changing $\theta$ is dependent upon whether back or forward scatter viewing angles are being employed and on the cloud thickness (Loeb and Davies, 1997; Loeb and Coakley, 1998; Loeb et al., 1998; Liang and Girolamo, 2013). The relative azimuth angles ($\phi$) of the retrievals in this study were all side scatter viewing angles.

$r_e$ values retrieved using the 2.1 and 3.7 µm bands ($r_{e2.1}$ and $r_{e3.7}$, respectively) were found to decrease with $\theta_0$, with effects starting at around $\theta_0 = 65^\circ$, which is consistent with the $\theta_0$ at which the $\tau$ increases occurred. At low $\theta_0$ the $r_e$ values from the three different MODIS bands agree to within around 0.2 µm, whereas at high $\theta_0$ the spread is closer to 1 µm. The percentage changes of $r_e$ with $\theta_0$ were somewhat lower than those for $\tau$ being around 5% and 7% for $r_{e2.1}$ and $r_{e3.7}$, respectively. However, for $r_{e1.6}$ there was very little change with $\theta_0$. Larger decreases in $r_e$, which depended upon the MODIS $r_e$ band, were observed as the cloud top heterogeneity changed from low to high values; decreases of 25–30% for $r_{e3.7}$, $\sim$ 20% for $r_{e2.1}$ and 10% for $r_{e1.6}$. However, it is possible that the clouds were changing physically with cloud top heterogeneity and that such changes may affect the retrieved $r_e$ as well. Also, the measure
of cloud top heterogeneity used is only capable of quantifying heterogeneity at scales resolved by the 5 km data resolution. Higher resolution measures of heterogeneity may be preferable for this type of work unless lower resolution variability correlates with high resolution variability.

Whilst the $r_e$ changes are quite small they are not insignificant for the calculation of $N_d$, since the equation relating $N_d$ to $\tau$ and $r_e$ implies a sensitivity to $r_e$ changes that is five times greater than the sensitivity to $\tau$ changes. Using Latin Hypercube Sampling (LHS) sensitivity analysis we assessed the relative contributions of the $\tau$ increase and $r_e$ decrease to the $N_d$ changes between low and high $\theta_0$. The overall $N_d$ increase between low and high $\theta_0$ varied between $\sim 40$ and $70\%$ depending on MODIS band and $\theta$. When considering the studied cloud population as a whole, it was found that the $N_d$ contribution from the $\tau$ biases and $r_e$ biases were roughly comparable for $r_{e3.7}$. However, for the other $r_e$ bands the $\tau$ changes were considerably more important (roughly twice the contribution for $r_{e2.1}$ and six times for $r_{e1.6}$). However, when considering only the more heterogeneous clouds, the importance of the $r_e$ biases was considerably enhanced for both $r_{e2.1}$ and $r_{e3.7}$; $\tau$ and $r_e$ bias contributions were comparable for $r_{e2.1}$ and for $r_{e3.7}$ bias contributions from $r_e$ were $\sim 50\%$ greater.

### 5.1 Implications for Level-3 retrievals and a new dataset

The analysis presented in this paper suggests that when $\theta_0$ is larger than around 65°, MODIS retrievals of $\tau$, $r_e$ and $N_d$ become unreliable due to optical artifacts. This suggests that such retrievals should not be used, which unfortunately would mean that large regions of the globe at higher latitudes would need to be excluded in their winter seasons when the Sun is low in the sky. The problem is exacerbated for the MODIS daily L3 product since this produces averages of $\tau$ and $r_e$ over all overpasses that occur on a given day for which $\theta_0 < 81.4\%$. Some locations will experience several overpasses per day and thus retrievals will be made at a range of $\theta_0$ values. At some locations on a given day some of the daily overpasses will occur at $\theta_0$ near 65° and therefore might not be affected by the biases seen here too greatly, but other overpasses will occur
at much greater $\theta_0$. For these locations some “good” data is available, but for the L3 product it will be averaged in with “bad” data. Thus, taking the conservative approach it would be prudent to discard the daily averaged L3 value. This problem is more likely to occur as the number of daily overpasses increases, which is generally the case moving poleward. Analysis suggests that the most strongly affected regions/times for which both good and bad data will be contained in L3 will be those poleward of $\sim \pm 64^\circ$ for the spring and summer seasons. At higher latitudes and in the winter season there will still be L3 data for which $\theta_0 > 65^\circ$, but in those cases there will be no good data that is also salvageable. Overpasses with $\theta_0 > 65^\circ$ can occur at latitudes as low as $\sim 28^\circ$ in mid-winter and thus the $\theta_0$ bias problem has the potential to affect very large regions of the globe. Given this, an operational solution to the problem would ideally be sought.

We have compiled our own version of the Level-3 product using similar procedures to those used for the operational product, but excluding data from overpasses $> 65^\circ$. In a follow-on paper we will examine this dataset in order to identify the main problem regions/times and we will also explore science problems relating to $N_d$, but in the light of the $\theta_0$ biases identified here.

Appendix A

The method used to estimate droplet concentration

The formula for the estimation of $N_d$ from $\tau$ and $r_e$ as derived in Boers et al. (2006) and B07 is:

$$N_d = \frac{2\sqrt{10}}{k \pi Q^3} \left( \frac{c(T,P)\tau}{\rho_w r_e^5} \right)^{1/2}$$

(A1)

$$k = (r_v/r_e)^3,$$
where $\tau$ is the cloud optical thickness, $r_e$ and $r_v$ are the cloud top effective and volume mean radius, respectively, $k$ is cube of the ratio of $r_v$ to $r_e$, $\rho_w$ is the density of water and $Q$ is the scattering efficiency. $Q$ has been shown to have a constant value very close to 2 for droplet radii that are much larger than the wavelength of light concerned (B07). $c$ is the rate of increase of liquid water content ($q_L$) with height ($dq_L/dz$, with units kgm$^{-4}$) and is referred to as the “condensation rate” in B07, or the “water content lapse rate” in Painemal and Zuidema (2011, hereafter PZ11). Albrecht et al. (1990) and Ahmad et al. (2013) give two alternative derivations of this quantity. $c$ depends more strongly on the temperature ($T$) than on the pressure ($P$). For example, the percentage change due to a pressure decrease from 850 to 650 hPa are 15.5, 12.0 and 8.1 % at temperatures of 283, 273 and 263 K, respectively. Thus the pressure dependence is greater at warmer temperatures. The change as the temperature decreases from 283 to 263 K is 47.8 and 43.2 % at 850 and 650 hPa, respectively. Since $N_d$ calculations are generally applied to low clouds only, the range of pressure of the studied clouds is likely to be smaller than that of temperature, although pressure dependence may be important for the warmest clouds. Hence, we use a constant $P$ value of 850 hPa due to likely inaccuracies when determining $P$ from MODIS.

Although $c$ and $T$ should strictly be taken to vary with height, in this manuscript we use the MODIS CTT to calculate a constant $c$ value for each datapoint for use in Eq. (A1). Since for most clouds the change in $T$ throughout their depth is fairly small and given the relatively weak dependence of $c$ on $T$, this makes a negligible difference. For example, using a height dependent $c$, numerical calculations show that an adiabatic cloud with $\tau = 80$, $r_e = 21 \mu$m, a cloud base pressure of 900 hPa and a cloud base temperature of 283 K, would be 976 m thick with $N_d = 60.2$ cm$^{-3}$ after making the assumption that $N_d$ is constant with height. Approximating $c$ as a constant, calculated from the cloud top temperature and a pressure of 850 hPa (the constant value assumed in the calculations in this manuscript), results in an underprediction of $N_d$ of only 2 %. Since this example represents a very thick cloud, the error in most circumstances is likely to be smaller than this.
This derivation of $N_d$ requires a number of assumptions to be made about the sampled clouds. The first assumption is that $N_d$ is constant with height throughout the cloud depth. However, there is good observational evidence that this is the case for a number of different types of clouds in a variety of different regions, but in particular for warm stratiform clouds (PZ11; Miles et al., 2000; Wood, 2005a).

Another assumption is that the clouds are adiabatic, or some constant fraction of adiabatic. For all but the deepest of clouds this equates to $q_L$ increasing linearly with height. There have been in-situ and surface remote sensing observational studies that indicate that this assumption is accurate (Albrecht et al., 1990; Zuidema et al., 2005). From aircraft observations made in the SE Pacific region PZ11 found linear $q_L$ profiles within stratocumulus that on average had $c$ values that were 70% of adiabatic, i.e.

$$c_{\text{observed}} = f c_{\text{adiabatic}}, \quad (A2)$$

with $f = 0.7$ being the sub-adiabaticity. This is approximately consistent with Wood (2005b), which shows $f$ values of 0.6–0.9 for single layer stratocumulus. It is possible that this sub-adiabaticity fraction varies depending upon region; cloud type and depth; and upon conditions, e.g. whether the cloud is precipitating, whether ice is present, the degree of entrainment, etc. However, as can be seen from Eq. (A1) the dependence of $N_d$ on $c$ is fairly weak, being proportional only to $c^{0.5}$.

A further assumption for which there is also good evidence is that $k$ assumes a fairly constant value. Martin et al. (1994) found a $k$ range of 0.7–0.8. PZ11 found profile averaged $k$ values of around 0.8, but an increase to 0.88 near cloud top. However, here we adopt the value of $k = 0.8$, which was used in B07 and as the “baseline” case in PZ11.

In line with other studies, PZ11 found that, on average, MODIS $r_e$ values were 15–20% too large compared to the in-situ observations. Potential reasons for this discrepancy are discussed in Sect. 4. However, PZ11 showed that when the modified $f$ and $k$ values mentioned above ($= 0.8$ and 0.88, respectively) were applied in Eq. (A1), along with a constant correction factor that reduced $r_e$ by 15%, the resulting $N_d$ values were
only 6% smaller than that using the standard MODIS $r_e$ and the more conventional values of the $k$ and $f$ parameters (0.8 and 1, respectively). This was because the $f$ and $k$ modifications mostly canceled out the $r_e$ modifications. In the present study we leave these factors unchanged from the “conventional” values, but note that the $N_d$ values will be similar to those that would be produced if the adjusted parameters that were suggested in PZ11 were applied. The same would not be true for other derived quantities such as LWP and cloud thickness (see B07).

Appendix B

Discussion on the effect of the diurnal cycle on our results

Observations show that subtropical stratocumulus clouds tend to thicken at nighttime due to the absence of shortwave heating at cloud top (Wood, 2012) and that this is accompanied by increased drizzle rates. Such clouds generally reach their thickest in the early morning, just before the sun comes up. Thus, for those clouds we might expect $\tau$ to be highest at this time due to enhanced LWP. $N_d$ effects might also influence $\tau$, although for adiabatic clouds (see Appendix A) $\tau \propto N_d^{1/3} \text{LWP}^{5/6}$ and thus more sensitivity to LWP might be expected. However, $r_e$ is more sensitive to $N_d$ changes than LWP changes since $r_e \propto N_d^{-1/3} \text{LWP}^{1/6}$. There are no measurements of the diurnal cycle of $N_d$ in stratocumulus known to the authors. The $N_d$ diurnal cycle is likely to be complicated due to competing (but relatively weak) sources and sinks of $N_d$ at nighttime; enhanced updrafts and surface fluxes may lead to an additional $N_d$ source, whereas enhanced precipitation is likely to cause $N_d$ depletion. However, we note that the timescales that govern boundary layer sources and sinks of CCN are of the order of a few days (Wood, 2006; Wood et al., 2012) such that any change in these processes due to $\theta_0$ variation is likely to have a damped effect upon CCN concentrations and thus
likely upon $N_d$. The additional LWP at nighttime in stratocumulus would likely lead to an increase in $r_e$ in the absence of $N_d$ changes.

However, the clouds in our study region may behave differently than those in other stratocumulus regions. In summer, at the high latitudes of our study area, the difference in $\theta_0$ between midday and 12 h later is much less than at lower latitudes and this is likely to reduce the amplitude of the diurnal cycles of cloud properties such as LWP, $\tau$, $r_e$ and $N_d$. Measurements of the diurnal cycles of $\tau$, $r_e$ and $N_d$ are lacking for the clouds in the region of our study. However, O'Dell et al. (2008) reported that LWP diurnal amplitudes in the area were $<\sim 10–20 \%$ in July (June results were not shown), which is amongst the lowest value found globally. Other stratocumulus regions show amplitudes of 30–50 \% (see also Wood et al., 2002). The local time of maximum LWP was around 03:00–06:00 LT, which is a little earlier than for other stratocumulus regions where 06:00–09:00 LT was more typical. These times are consistent with the time at which the local $\theta_0$ decreases to below around 70–80$^\circ$ suggesting that at this $\theta_0$ shortwave heating effects start to reduce LWP due to solar heating as the sun rises. A 10–20 \% increase in LWP corresponds to an approximate increase in $\tau$ of 8–17 \% and an $r_e$ increase of $\sim 1.5–3 \%$, if it is assumed that $N_d$ stays constant. This issue, with reference to our results, is discussed in Sect. 3.3.

Observations of the diurnal cycles of Arctic clouds have been made (Shupe, 2011; Tjernstrom, 2007). Shupe (2011) showed observations of the diurnal cycle of cloud fraction, which revealed a very weak amplitude cycle. The largest amplitudes were found for mixed-phase clouds during times of the year when the Sun was both above and below the horizon during a day. Even then the diurnal range was only 8 \%; for liquid clouds the range was generally less than 4 \%. Tjernstrom (2007) showed that the diurnal cycle of Arctic stratocumulus cloud thickness was almost the opposite of that seen at lower latitudes with the thickest clouds occurring between approximately 09:00 and 16:00 LT. However, the diurnal amplitude of $\theta_0$ at the time of that study was very small ($\sim 2–5^\circ$) and thus there would be very little variability in solar cloud top heating
(unless there were other diurnally dependent effects, e.g. changing cloud cover above the stratocumulus).

Another problem is that the above mentioned Arctic observations were all either made at much higher latitudes than our observation region, or they have were made over ice covered surfaces (land or sea-ice). Thus it is doubtful whether they are representative of our region, especially since our region shows some qualitative similarity to subtropical stratocumulus, at least in terms of the LWP diurnal cycle.

Appendix C

Discussion on the likelihood of ice formation in the sampled cloud population

For clouds with temperatures throughout that are warmer than −5 °C, de Boer et al. (2011) showed that liquid-only clouds accounted for approximately 22, 65 and 90 % of clouds observed at three Arctic locations and very little ice-only cloud was observed. Whilst those locations were not near those of our study, and were not open ocean regions they likely provide some insight into the issue. As the temperature increased, the dominance of liquid-only cloud became more complete. The preponderance of mixed phase and liquid-only cloud at temperatures > −5 °C is also supported by the observed (at various locations worldwide) very low concentrations of ice nucleii (IN) with which to initiate primary ice formation (DeMott et al., 2010) at such relatively warm temperatures.

However, the Hallett Mossop secondary ice multiplication mechanism is known to operate between the temperatures of −3 and −8 °C (Hallett and Mossop, 1974), with maximum multiplication occurring in the middle of this temperature range. Seeding of such relatively warm clouds by falling ice from clouds above, followed by Hallet Mossop ice production is thought to be a cause of significant ice production even in Antarctic stratus clouds (Grosvenor et al., 2012) where aerosol concentrations are very low. Nevertheless, Grosvenor et al. (2012) also showed that the Hallett Mossop process does
not always operate in all supercooled cloud, even if it is within the right temperature range, likely because it also depends on the droplet size distribution (Mossop, 1985; Saunders and Hosseini, 2001) and because ice seeding may not always occur even with high cloud above, e.g. due to a lack of ice precipitation from the high cloud, intervening dry layers, etc. A further complication is that some evidence suggests that it is the temperature at the surface of the riming ice particle that governs the process rather than the ambient air temperature (Heymsfield and Mossop, 1984). The ice surface temperature can be warmer than the air temperature due to latent heat release from the freezing liquid. This would reduce the likelihood of the Hallett Mossop process at the warmer temperature part of the −3 to −8 °C temperature range.

Appendix D

Sensitivity analysis of $N_d$ changes with $\theta_0$ using latin hypercube sampling

Here we describe in detail the method used to explore the relative importance of $\tau$ and $r_e$ changes in causing the increase in $N_d$ between low and high $\theta_0$. Latin Hypercube Sampling (LHS) sampling was used, which allows us to include the effects of the data spread and distribution shapes on the sensitivity analysis. Using LHS we constructed pairs of $\tau$ and $r_e$ values, each containing 100,000 datapoints, which retained the same distribution shapes as the $\tau$ and $r_e$ PDFs shown in Figs. 7 and 8. This is done for both the low and high $\theta_0$ ranges and for combinations of the two. It is also possible to introduce correlation between $\tau$ and $r_e$ using the method of Iman and Conover (1982).

Using the reconstructed sample sets we calculate $N_d$ values using Eq. (A1). The accuracy of the reconstructed samples is demonstrated in Table A1, which shows the quantity $s_{\text{lhs}}$. This is the ratio of the mean $N_d$ as calculated from the LHS sets and the actual $N_d$ value from the real data. The values are all fairly close to one, which gives confidence in the use of these samples in the sensitivity analysis. However, all of the values except for one are $\geq 1$ suggesting a tendency for an overestimate. The largest
overestimates ($s_{\text{lhs}} = 1.09$) coincide with the highest positive correlations between $\tau$ and $r_e$ and the lowest with the most negative correlations, suggesting that the combination of low $r_e$ and high $\tau$, and vice versa, leads to the largest overall $N_d$ values through the non-linearity of Eq. (A1). When the observed correlations (see Table 1) are included in the LHS sampling, the $s_{\text{lhs}}$ values are brought closer one; $s_{\text{lhs}}$ then ranges between 1.0 and 1.03 (not shown).

With the knowledge that the constructed LHS set of $(\tau, r_e)$ pairs approximate the $N_d$ values produced using the actual $\tau$ and $r_e$ values, we can now use them for the sensitivity analysis with more confidence. We proceed by combining the low $\theta_0$ LHS set for $\tau$ with the high $\theta_0$ set for $r_e$ in order to calculate a mean $N_d$, denoted as $N_{\Delta\text{re}}$. $\Delta N_{\Delta\text{re}}$, which is listed in Table 2 is thus the relative change in $N_d$ between low and high $\theta_0$ due to changes in $r_e$ only:

$$\Delta N_{\Delta\text{re}} = 100(N_{\Delta\text{re}} - N_{\text{low}})/N_{\text{low}},$$

where $N_{\text{low}}$ is the $N_d$ value at low $\theta_0$. In a similar way we calculated $\Delta N_{\Delta\tau}$ using the $r_e$ set for low $\theta_0$ and the $\tau$ set for high $\theta_0$. These values are discussed in Sect. 3.5.

As mentioned above, incorporating the correlation between $\tau$ and $r_e$ brought the LHS $N_d$ values closer to the actual values for the low and high $\theta_0$ sets. However, it is difficult to choose values for the correlation between the $\tau$ LHS set at low $\theta_0$ and the $r_e$ set at high $\theta_0$ (and vice versa) since the correlations between $\tau$ and $r_e$ were seen to vary with $\theta_0$ (Table 1). Thus, we use zero correlation here, but note that the error introduced is likely to be less than 10%.

As an aside, it is interesting to note that $N_d$ values calculated using the mean $\tau$ and $r_e$ values of the distributions (using Eq. A1) produce lower values than the actual $N_d$ values. This is probably due to the high degree of non-linearity in the $N_d$ equation so that combinations of low $r_e$ and high $\tau$ from values in the tails of the distributions lead to very large $N_d$ values. We define $w$ as the ratio of the actual $N_d$ values to those
calculated using the mean values:

\[
    w = \frac{C\tau^{0.5}r_e^{-2.5}}{C\tau^{0.5}r_e^{-2.5}}
\]

\[
    C = \frac{2\sqrt{10}}{k\pi Q^3}\left(\frac{c(T,P)}{\rho_w}\right)^{0.5}
\]

Values of \(w\) for the different datasets are listed in Table A1 and range from 1.07 to 1.15, with most values being around 1.09–1.10. The highest values occur for the 3.7 \(\mu\)m band. Thus, care must be taken when using the mean \(\tau\) and \(r_e\) of a set of values to calculate the mean \(N_d\) of that set. This could also have implications for the method used here whereby we use the mean \(\tau\) and \(r_e\) values over a \(1^\circ \times 1^\circ\) area. However, it seems likely that if \(\tau\) and \(r_e\) values from very small regions (e.g. single MODIS pixels) are used then the calculated \(N_d\) might also become prone to biases due to uncertainties, heterogeneities, etc, which may become “smoothed out” by averaging over larger regions. Thus, it seems likely that there is an optimal averaging scale for \(\tau\) and \(r_e\) for the calculation of \(N_d\).

The fact that the \(w\) values are fairly constant across all of the different datasets in Table A1 suggests that, whilst using mean values may not give the correct absolute values of \(N_d\), it may be possible to use them for a sensitivity analysis in order to calculate \(\Delta N_{\Delta \tau}\) and \(\Delta N_{\Delta re}\). If \(N_d\) calculated using the mean is wrong by the same factor at low and high \(\theta_0\) it seems likely that the sensitivity test values \(N_{\Delta \tau}\) and \(N_{\Delta re}\) would be wrong by the same factor. In that case the associated relative increases in \(N_d\) from low \(\theta_0\) values (as in Eq. D1) will be the same as for the LHS sensitivity analysis (with the assumption that the LHS method is completely accurate). Table 2 lists the ratios between \(\Delta N_{\Delta \tau}\) and \(\Delta N_{\Delta re}\) calculated from the mean values to those calculated using
the LHS:

\[ t_{\Delta \tau} = \frac{\Delta N_{\Delta \tau, \text{mean}}}{\Delta N_{\Delta \tau, \text{lhs}}} \]

\[ t_{\Delta r_e} = \frac{\Delta N_{\Delta r_e, \text{mean}}}{\Delta N_{\Delta r_e, \text{lhs}}} \]  

(D3)

Here the \( \Delta N_d \) values are relative changes as in Eq. (D1). The results show that \( \Delta N_{\Delta \tau} \) and \( \Delta N_{\Delta r_e} \) are within 16% of the LHS values for the 2.1 and 3.7 \( \mu \)m bands and often very close to one. The errors in \( \Delta N_{\Delta r_e} \) are larger than this for two of the cases for the 1.6 \( \mu \)m band, which is likely because the \( \Delta N_{\Delta r_e} \) values are so small. Errors for \( \Delta N_{\Delta r_e} \) are generally larger than for \( \Delta N_{\Delta \tau} \) even when the magnitude of the \( \Delta N_{\Delta \tau} \) and \( \Delta N_{\Delta r_e} \) values are similar. Overall, the results suggest that LHS analysis is perhaps not required for \( N_d \) sensitivity calculations since using mean values produces generally similar results. However, if the spread or shapes of the \( \tau \) and \( r_e \) distributions between low and high \( \theta_0 \) were very different then this may not be the case since the \( w \) values would then be likely to also change with \( \theta_0 \). Additionally, significant variations in the correlation between \( \tau \) and \( r_e \) distributions at low and high \( \theta_0 \) would likely lead to decreased accuracy in the sensitivity analysis for both the LHS method and that using the mean values.
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<table>
<thead>
<tr>
<th>Data subset</th>
<th>2.1 µm</th>
<th>1.6 µm</th>
<th>3.7 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T</td>
<td>σₜ (%)</td>
<td>rₑ (µm)</td>
</tr>
<tr>
<td>Low θ, low θ₀</td>
<td>16.4</td>
<td>47.4</td>
<td>12.1</td>
</tr>
<tr>
<td>Low θ, high θ₀</td>
<td>27.9</td>
<td>53.0</td>
<td>11.5</td>
</tr>
<tr>
<td>High θ, low θ₀</td>
<td>16.8</td>
<td>47.0</td>
<td>12.7</td>
</tr>
<tr>
<td>High θ, high θ₀</td>
<td>32.3</td>
<td>55.9</td>
<td>11.7</td>
</tr>
<tr>
<td>Low σₜ, low θ₀</td>
<td>17.0</td>
<td>44.3</td>
<td>12.6</td>
</tr>
<tr>
<td>Low σₜ, high θ₀</td>
<td>30.4</td>
<td>50.7</td>
<td>11.9</td>
</tr>
<tr>
<td>High σₜ, low θ₀</td>
<td>16.5</td>
<td>51.8</td>
<td>11.4</td>
</tr>
<tr>
<td>High σₜ, high θ₀</td>
<td>24.8</td>
<td>52.8</td>
<td>10.5</td>
</tr>
</tbody>
</table>

**Table 1.** Various parameters for different subsets of the dataset for which various restrictions have been applied. Low θ: 0 < θ ≤ 41.4°; high θ: θ > 41.4°; low θ₀: 50 < θ₀ ≤ 55°; high θ₀: θ₀ > 75°; low σₜ: σₜ ≤ 0.65 K; high σₜ: σₜ > 1 K.
Table 2. Changes in various quantities between the lowest and highest $\theta_0$ bins (high minus low). Four different data subsets are shown with parameter ranges as for Table 1. For “All $\sigma_{\text{CTT}}$” there were no restrictions on $\sigma_{\text{CTT}}$.

<table>
<thead>
<tr>
<th>Data subset</th>
<th>2.1 µm</th>
<th>1.6 µm</th>
<th>3.7 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta$ $\tau$ (%)</td>
<td>$\Delta$ Nd (%)</td>
<td>$\Delta$ Re (%)</td>
</tr>
<tr>
<td>All $\sigma_{\text{CTT}}$, low $\theta$</td>
<td>69.8</td>
<td>48.3</td>
<td>-4.8</td>
</tr>
<tr>
<td>All $\sigma_{\text{CTT}}$, high $\theta$</td>
<td>92.4</td>
<td>65.3</td>
<td>-8.0</td>
</tr>
<tr>
<td>Low $\sigma_{\text{CTT}}$, low $\theta$</td>
<td>79.1</td>
<td>55.2</td>
<td>-5.7</td>
</tr>
<tr>
<td>High $\sigma_{\text{CTT}}$, low $\theta$</td>
<td>49.7</td>
<td>56.4</td>
<td>-8.0</td>
</tr>
</tbody>
</table>
Table 3. Summary of possible factors that cause changes in $r_e$ with $\theta_0$.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Sign of effect on $r_e$ for high $\theta_0$ minus low $\theta_0$ retrievals</th>
<th>Reference</th>
<th>Band dependence</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) The averaging scale effect: – Small averaging scales</td>
<td>+ve</td>
<td>M06</td>
<td>Increase greater for 3.7 µm than 2.1 µm.</td>
<td>Caused by the non-linearity of the $R_{\text{bw}} - r_e$ relationship. Less increase expected for low $\theta_0$ due to fewer 3-D effects.</td>
</tr>
<tr>
<td></td>
<td>–ve</td>
<td>M06 &amp; Z12</td>
<td>Likely that the reduction in $r_e$ with $\theta_0$ larger for 2.1 µm than 3.7 µm.</td>
<td>3-D effects start to cancel out and the sub-pixel positive bias of Z12 likely dominates.</td>
</tr>
<tr>
<td>(2) Plane-parallel (PP) re bias</td>
<td>–ve</td>
<td>See Sect. 2.2.1</td>
<td>Unknown</td>
<td>Caused by 3-D radiative transfer increasing the upwards photon flux of real clouds relative to PP clouds – photon interception by sides, tilted cloud tops (increased effective cloud fraction), etc.</td>
</tr>
<tr>
<td>(3) Droplet size distribution (DSD) width</td>
<td>Unknown</td>
<td>Zhang (2013)</td>
<td>Reduction at low $\theta_0$ greater for 3.7 µm than 2.1 µm.</td>
<td>In heterogeneous clouds the DSD is likely to be wider than that assumed by MODIS, which causes a negative bias at low $\theta_0$. The high $\theta_0$ effect unknown.</td>
</tr>
</tbody>
</table>
Table 4. Results from the example calculations of 3D radiative effects at small averaging scales, as demonstrated in Fig. 14, except that results from various other view angles ($\theta$) and relative azimuth angles ($\phi$) are also shown. 3-D effects at high $\theta_0$ are assumed to cause an equal increase and decrease ($\Delta R$) in the reflectances of both the absorbing band ($R_{ab}$) and the non-absorbing band ($R_{nab}$). For this demonstration it is assumed that there are an equal number of small scale cloud elements all with $r_e = 14 \mu m$ and $\tau = 23.6$. Retrievals are then made on the reflectances that have been distorted by the 3-D effects using MODIS lookup tables (LUTs) that are used for converting non-absorbing (0.86 $\mu m$) and absorbing reflectance pairs into $\tau$ and $r_e$. These are shown for $\theta_0 = 79^\circ$ and for the 1.6 $\mu m$, 2.1 $\mu m$ and 3.7 $\mu m$ absorbing bands. It can be seen that in all cases the retrieved $r_e$ would be greater than the true $r_e$ of 14 $\mu m$. See Sect. 4.1 for further details.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\phi$</th>
<th>Band</th>
<th>Retrieved $r_e$</th>
<th>Difference from true $r_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>N/A</td>
<td>1.6 $\mu$m</td>
<td>14.7</td>
<td>0.7</td>
</tr>
<tr>
<td>0°</td>
<td>N/A</td>
<td>2.1 $\mu$m</td>
<td>15.3</td>
<td>1.3</td>
</tr>
<tr>
<td>0°</td>
<td>N/A</td>
<td>3.7 $\mu$m</td>
<td>19.3</td>
<td>5.3</td>
</tr>
<tr>
<td>50°</td>
<td>30°</td>
<td>1.6 $\mu$m</td>
<td>14.1</td>
<td>0.1</td>
</tr>
<tr>
<td>50°</td>
<td>30°</td>
<td>2.1 $\mu$m</td>
<td>14.3</td>
<td>0.3</td>
</tr>
<tr>
<td>50°</td>
<td>30°</td>
<td>3.7 $\mu$m</td>
<td>14.4</td>
<td>0.4</td>
</tr>
<tr>
<td>50°</td>
<td>150°</td>
<td>1.6 $\mu$m</td>
<td>14.3</td>
<td>0.3</td>
</tr>
<tr>
<td>50°</td>
<td>150°</td>
<td>2.1 $\mu$m</td>
<td>14.7</td>
<td>0.7</td>
</tr>
<tr>
<td>50°</td>
<td>150°</td>
<td>3.7 $\mu$m</td>
<td>15.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Table A1. As for Table 1 except for parameters relevant for the Latin Hypercube Sampling sensitivity analysis (see text for details).

<table>
<thead>
<tr>
<th>Data subset</th>
<th>2.1 μm</th>
<th>1.6 μm</th>
<th>3.7 μm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( w )</td>
<td>( s_{lhs} )</td>
<td>( w )</td>
</tr>
<tr>
<td>Low ( \theta ), low ( \theta_0 )</td>
<td>1.09</td>
<td>1.02</td>
<td>1.09</td>
</tr>
<tr>
<td>Low ( \theta ), high ( \theta_0 )</td>
<td>1.10</td>
<td>1.01</td>
<td>1.10</td>
</tr>
<tr>
<td>High ( \theta ), low ( \theta_0 )</td>
<td>1.10</td>
<td>1.03</td>
<td>1.10</td>
</tr>
<tr>
<td>High ( \theta ), high ( \theta_0 )</td>
<td>1.09</td>
<td>1.05</td>
<td>1.09</td>
</tr>
<tr>
<td>Low ( \sigma_{CTT} ), low ( \theta_0 )</td>
<td>1.09</td>
<td>1.02</td>
<td>1.10</td>
</tr>
<tr>
<td>Low ( \sigma_{CTT} ), high ( \theta_0 )</td>
<td>1.09</td>
<td>1.01</td>
<td>1.10</td>
</tr>
<tr>
<td>High ( \sigma_{CTT} ), low ( \theta_0 )</td>
<td>1.07</td>
<td>1.01</td>
<td>1.07</td>
</tr>
<tr>
<td>High ( \sigma_{CTT} ), high ( \theta_0 )</td>
<td>1.09</td>
<td>1.00</td>
<td>1.10</td>
</tr>
</tbody>
</table>
Fig. 1. Solar Zenith Angle ($\theta_0$) properties for a single day (20th June 2007; approximately the solstice) of maximum $\theta_0$ (a and b) and maximum minus minimum $\theta_0$ (c and d) for daytime (SZA $\leq 81.4^\circ$) data. (a and c) MODIS Aqua, (b and d) MODIS Terra.
Fig. 2. The region of interest for this study (white box; 72 to 75° N, −3 to 48° E) plotted onto a map of sea-ice areal coverage (%) for 13 June 2007, which was the start of the studied period. Sea ice generally was diminishing with time throughout the period.
Fig. 3. (a) CALIPSO cloud fraction vs. height for the month of June for the years 2007–2010. (b) PDFs of mean MODIS gridbox cloud top temperature (CTT) for gridboxes containing liquid clouds only (restrictions 1–4 applied, see text) and for $\theta \leq 41.4^\circ$. The difference between the low and high $\theta_0$ PDFs is highly likely to be due to phase determination problems at high $\theta_0$ (see text for explanation). When considering clouds of all phases the PDFs are identical (not shown). (c) PDFs of the standard deviation of CTT within gridboxes for datapoints that have had restrictions (1–5) applied (see text) and for $\theta \leq 41.4^\circ$. 
Fig. 4. 2-D histogram of solar zenith angle vs. sensor zenith angle for the $1^\circ \times 1^\circ$ grid boxes used as datapoints in this study. The colours represent the number of such datapoints at each pairing. Data has been filtered according to the criteria outlined in the text.
**Fig. 5.** Mean optical depth vs. solar zenith angle for different ranges of sensor zenith angle (see legend: $\theta > 41.4$ and $0 < \theta \leq 41.4$).
Fig. 6. As for Fig. 5 except for the mean effective radius (a) and droplet concentration (b) for the different MODIS bands.
Fig. 7. PDFs of optical depth ($\tau$) for low sensor zenith angles ($0 > \theta \leq 41.4$) and for different Solar Zenith Angles (SZA or $\theta_0$, see the legend). Other data restrictions are described in the text. Probabilities are normalized by the bin widths in log$_{10}$ space.
Fig. 8. As for Fig. 7 except for $r_e$ and that the probabilities are normalized by the bin widths in linear space. Results are shown for the three different MODIS bands.
Fig. 9. As for Fig. 8 except for $N_d$. 
Fig. 10. $N_d$ and $\theta_0$ (right panel) vs. local time of day. For the $r_{e2.1}$ and $r_{e3.7}$ based $N_d$ retrievals, the flatness of the curves for the times corresponding to lower $\theta_0$ suggests that there is little physical diurnal cycle of $N_d$. This suggests that the changes seen at high $\theta_0$ are the result of retrieval artifacts and not physical effects. All $\theta$ values are included and $N_d$ values are shown for retrievals made using $r_{e1.6}$, $r_{e2.1}$ and $r_{e3.7}$. For the $\theta_0$ plot, values are shown at the most southern ($72^\circ$ N) and northern ($75^\circ$ N) edges of the region. Over the period of study, time variation of $\theta_0$ from day to day was very slight for a given local time and gridbox.
Fig. 11. Optical depth vs. $\sigma_{CTT}$ for low sensor zenith angles ($0 < \theta \leq 41.4$) and for different Solar Zenith Angles (SZA or $\theta_0$, see the legend). Other data restrictions are described in the text.
Fig. 12. As for Fig. 11 except for effective radius for low $\theta_0$ (a), high $\theta_0$ (b), and the difference between $r_e$ at high and low $\theta_0$ (c).
Fig. 13. As for Fig. 12 except for droplet number concentration.
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0.5*(\(r_e(R-\Delta R)+r_e(R+\Delta R)\)) = 14.7 \(\mu\)m

0.5*(\(r_e(R-\Delta R)+r_e(R+\Delta R)\)) = 15.3 \(\mu\)m

0.5*(\(r_e(R-\Delta R)+r_e(R+\Delta R)\)) = 19.3 \(\mu\)m
Fig. 14. An example of the effect of 3-D effects on MODIS retrievals at small averaging scales. 3-D effects at high $\theta_0$ are assumed to cause an equal increase and decrease ($\Delta R$) in the reflectances of both the absorbing band ($R_{ab}$) and the non-absorbing band ($R_{nab}$). For this demonstration it is assumed that there are an equal number of small scale cloud elements all with $r_e = 14 \, \mu m$ and $\tau = 23.6$. Retrievals are then made on the reflectances that have been distorted by the 3-D effects using MODIS lookup tables (LUTs) that are used for converting non-absorbing (0.86 $\mu m$) and absorbing reflectance pairs into $\tau$ and $r_e$. These are shown for $\theta_0 = 79^\circ$ and a nadir viewing angle. (a) is for the 1.6 $\mu m$ absorbing band, (b) for 2.1 $\mu m$ and (c) for 3.7 $\mu m$. It can be seen that in all cases the retrieved $r_e$ would be greater than the true $r_e$ of 14 $\mu m$. See Sect. 4.1 for further details.