Aerosol–cloud interactions studied with the chemistry-climate model EMAC
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Abstract

This study uses the EMAC atmospheric chemistry-climate model to simulate cloud properties and estimate cloud radiative effects induced by aerosols. We have tested two prognostic cloud droplet nucleation parameterizations, i.e., the standard STN (osmotic coefficient model) and hybrid (HYB, replacing the osmotic coefficient by the $\kappa$ hygroscopicity parameter) schemes to calculate aerosol hygroscopicity and critical supersaturation, and consider aerosol–cloud feedbacks with a focus on warm clouds. Both prognostic schemes (STN and HYB) account for aerosol number, size and composition effects on droplet nucleation, and are tested in combination with two different cloud cover parameterizations, i.e., a relative humidity threshold and a statistical cloud cover scheme (RH-CLC and ST-CLC).

The use of either STN and HYB leads to very different cloud radiative effects, particularly over the continents. The STN scheme predicts highly effective CCN activation in warm clouds and hazes/fogs near the surface. The enhanced CCN activity increases the cloud albedo effect of aerosols and cools the Earth’s surface. The cooler surface enhances the hydrostatic stability of the lower continental troposphere and thereby reduces convection and convective precipitation. In contrast, the HYB simulations calculate lower, more realistic CCN activation and consequent cloud albedo effect, leading to relatively stronger convection and high cloud formation. The enhanced high clouds increase greenhouse warming and moderate the cooling effect of the low clouds. With respect to the cloud radiative effects, the statistical ST-CLC scheme shows much higher sensitivity to aerosol–cloud coupling for all continental regions than the RH-CLC threshold scheme, most pronounced for low clouds but also for high clouds. Simulations of the short wave cloud radiative effect at the top of the atmosphere in ST-CLC are a factor of 2–8 more sensitive to aerosol coupling than the RH-CLC configurations. The long wave cloud radiative effect responds about a factor of 2 more sensitively.

Our results show that the coupling with the HYB scheme ($\kappa$ approach) outperforms the coupling with STN (osmotic coefficient), and also provides a more straightforward
approach to account for physicochemical effects on aerosol activation into cloud droplets. Accordingly, the sensitivity of CCN activation to chemical composition is highest in HYB. Overall, the prognostic schemes of cloud cover and cloud droplet formation help improve the agreement between model results and observations, and for the ST-CLC scheme it seems to be a necessity.

1 Introduction

Clouds play an important role in climate by impacting the earth radiation budget and the hydrological cycle (IAPSAg, 2007; IPCC, 2007, 2013). The comprehensive understanding of clouds i.e., their distribution, structure and microphysical properties, is prerequisite to model and project future climate. Pollution aerosol–cloud interactions, in particular the cloud albedo or cloud brightening effect, may have a significant impact on climate change. According to IPCC (2013) the global net radiative forcing on climate due to aerosols and their effects on clouds is estimated at $-0.9\,(-0.1\text{ to }1.9)\,\text{W}\,\text{m}^{-2}$, which can vary highly on a regional scale. Compared to the previous report of IPCC (2007), this estimate as well as the uncertainty range have increased, and remain to be the largest contributor to the total uncertainty of anthropogenic radiative forcing.

Clouds are influenced by aerosols that act as cloud condensation nuclei (CCN). Their influences on cloud properties are generally known as aerosol indirect effects (AIE). An increase in available CCN can lead to smaller and more cloud droplets and a more homogeneous size spectrum. These cloud droplets reflect more solar radiation by increasing the cloud optical thickness (cloud albedo effect or Twomey effect or first aerosol indirect effect) (e.g., Twomey, 1977; Kaufman and Fraser, 1997; Han et al., 1998; Reid et al., 1999; Peng and Lohmann, 2003; Schwartz et al., 2002; Feingold et al., 2003). An increased number of smaller and more homogeneous cloud droplets reduces collision and coalescence and thereby the efficiency of precipitation formation (e.g., Rosenfeld, 2000; Penner et al., 2004; Andreae and Rosenfeld, 2008). This can locally suppress precipitation, prolong cloud lifetime and extend cloud top height.
This cloud lifetime effect is also known as the Albrecht effect or second aerosol indirect effect (e.g., Albrecht, 1989; Quaas et al., 2004; Small et al., 2009, Koren et al., 2008; Devasthale et al., 2005; Stevens and Feingold, 2009). The uptake of absorbing aerosol (e.g., soot) in cloud droplets may lead to the increased solar radiation absorption and consequent evaporation, reducing cloud lifetime, i.e., the semi-direct aerosol effect (Ackerman et al., 2000).

The AIE induced changes of cloud reflective properties show a strong regional dependency also related to the properties of the activated aerosols. The aerosol activation is controlled by the size, number and composition of the particles at cloud base and the meteorological conditions. In recent studies the aerosol effects on clouds have been analyzed by satellite observations and also by multi-model simulations. The total AIE is generally regarded to have a cooling effect at the Earth surface (e.g., Lohmann and Feichter, 2005; Penner et al., 2003, 2004, 2006; Lohmann et al., 2007, 2010; Rotstaya et al., 2007; Posselt and Lohmann, 2008; Quaas et al., 2009). It is estimated at about −1.0 W m⁻² (Anderson et al., 2003; Lohmann and Feichter, 2005; Forster et al., 2007; Quaas et al., 2008; IPCC, 2013), moderating global warming by increasing greenhouse gas concentrations.

Many modeling studies have emphasized the importance of a realistic description of cloud structure and microphysics for viable climate simulations. Cess et al. (1990, 1996) compared the climate sensitivity of 19 atmospheric general circulation models (GCMs) and identified that the most important differences are mainly attributed to various cloud parameterizations and uncertainties in the representation of aerosol–cloud-interactions. Some of the differences and discrepancies in the estimates of AIEs using GCMs were related to simplified parameterizations based on empirical relations that are restricted to regional or case study observations. As discussed in previous work (e.g., Jones et al., 1994; Lohmann and Lesins, 2003; Anderson et al., 2003), such parameterizations of cloud droplet formation might overestimate the aerosol cooling effect. These approaches are limited in that they do not consider the aerosol size distribution and neglect the aerosol chemical composition effect on aerosol hygroscopic
growth and activation by using single solute particles (e.g., sulfate) as a surrogate for atmospheric aerosols (Jones et al., 1994; Boucher and Lohmann, 1995; Gultepe and Isaac, 1996; Jones and Slingo, 1996; Feichter et al., 1997; Lohmann and Feichter, 1997; Menon et al., 2002; Lance et al., 2004).

More recent attempts to simulate cloud properties including droplet nucleation processes have been more realistic in that they use physically-based parameters such as the aerosol size distribution, composition and vertical velocity. To describe aerosol-cloud interactions, the Köhler equation is widely applied in experimental and theoretical studies of aerosol–cloud interactions. This equation explains the water activity and hygroscopic growth of aerosol up to the supersaturation of water vapor (and relative humidity (RH)) by using curvature and solute effects of aerosol particles (Seinfeld and Pandis, 1998; Pruppacher and Klett, 2000; McFiggans et al., 2006). The various Köhler implementations ranging from parcel models (single column) to global models in many studies can explicitly or analytically calculate the cloud droplet number concentration via parameterizations that account for the aerosol size distribution and solute effects (Hänel, 1987; Ghan et al., 1993, 1995, 1997; Abdul-Razzak et al., 1998; Feingold and Heymsfield, 1992; Chuang and Penner, 1995; Lohmann et al., 1999; Cohard et al., 2000; Abdul-Razzak and Ghan, 2000, 2002, 2004; Nenes and Seinfeld, 2003; Fountoukis and Nenes, 2005; Ming et al., 2006; Khvorostyanov and Curry, 2009; Shipway and Abel, 2010; Wang and Penner, 2009).

Between these studies disagreement could arise from quantifying the solute effect of aerosols by using different approaches, e.g., activity parameterization, osmotic coefficient, Van’t Hoff factor models, effective hygroscopicity parameter and analytical approximations. As discussed by Rose et al. (2008), even for relatively simple and well-characterized aerosol composition (e.g., (NH₄)₂SO₄, NaCl) discrepancies among the estimated solute effects are substantial. According to Pöschl et al. (2009), depending on the parameterization of the hygroscopic properties, the model results may be associated with about 20% uncertainty, even though the aerosol chemical composition is regarded as having a minor impact compared to those by other properties (e.g.,
the number and size distribution of particles, transport processes, and the atmospheric ambient conditions) on large scale cloud formation. Particularly for low water vapor supersaturations, low aerosol number concentrations and for organic components, the account of physiochemical aerosol properties is significant (McFiggans et al., 2006; Rose et al., 2008, 2010; and Kreidenweis et al., 2009). For example, aerosol size has been considered to exert a dominant effect on the droplet nucleation process (Dusek et al., 2006; Andreae and Rosenfeld, 2008). Nevertheless, to fully describe aerosol–cloud interactions, more detailed consideration of aerosol composition and hygroscopicity is required for the parameterization of cloud formation.

The κ-method has been introduced to describe the aerosol composition effect on hygroscopic growth that uses the effective hygroscopicity parameter κ based on a model for water activity by Petters and Kreidenweis (2007). It has been investigated by field studies and laboratory experiments to represent the aerosol chemical composition or the CCN activity of aerosols on cloud-nucleating processes (Petters and Kreidenweis, 2007; Snider and Petters, 2008; Wang et al., 2008; Gunthe et al., 2009; Bougiatioti et al., 2009; Rose et al., 2008, 2010, 2011; Niedermeier et al., 2008; Mikhailov et al., 2009; Wex et al., 2009; Dusek et al., 2010; Henning et al., 2010; Shinozuka et al., 2010; Snider et al., 2010; Moore et al., 2012). The κ-method has also been applied in numerical models to calculate the CCN activation of specific aerosol compounds, or certain sizes of aerosols under controlled conditions (Kim et al., 2008; Spracklen et al., 2008; Ruehl et al., 2009; Reutter et al., 2009; Kazil et al., 2010; Su et al., 2010; Pringle et al., 2010b).

The κ parameterization is favored to represent the effect of aerosol chemical composition and hygroscopicity on cloud formation in models because it is flexible in extending the number of aerosol chemical components without explicitly calculating the density, molecular mass and dissociation number of each individual species, e.g., by Van’t Hoff factor or osmotic coefficient models (Petters and Kreidenweis et al., 2007; Pöschl et al., 2009; Pringle et al., 2010b). The calculated κ appears to be realistic when compared to measurement-based variables (Gunthe et al., 2009; Rose et al., 2010). By using κ,
the calculation of cloud formation is also numerically effective and robust in calculating solute effects (Pöschl et al., 2009).

Despite the advantages of using $\kappa$, there has been no attempt yet to extensively use it for all size modes of aerosols in the calculation of the cloud droplet formation in GCMs. In this study, we apply the $\kappa$-method (Petters and Kreidenweis, 2007) to calculate Raoult effects in the Köhler model based on the ARG scheme (Abdul-Razzak and Ghan, 2000). This approach considers aerosol chemical composition effects on the aerosol activation process in a straightforward way. This study shows the sensitivity of the simulated clouds and climate to the Raoult effect (the solute effect) by using different parameterizations. We use two different parameterizations for aerosol activation in the ARG scheme: the original osmotic coefficient approach (standard, STN) and the $\kappa$-method (hybrid, HYB). Simulating cloud formation involves a series of integrated processes from activated aerosol to predicted cloud fraction that relate cloud microphysics (aerosol activation parameterization) to macro-scale physics (cloud cover scheme). Furthermore, to address how sensitively different large-scale cloud cover schemes respond to aerosol–cloud coupling based on differing aerosol activation parameterizations, we combine ARG (STN, HYB) with two different large-scale cloud cover (CLC) schemes, i.e., a relative humidity based method (RH-CLC, Sundqvist et al., 1989) and a statistical cloud cover scheme (ST-CLC, Tompkins, 2002). To improve aerosol–cloud coupling for both CLC schemes, a double moment cloud microphysics parameterization (Lohmann et al., 2007) is applied that distributes cloud droplets by number and size, to represent the feedbacks between aerosols, clouds and climate.

In the following sections we describe the treatment of cloud droplet nucleation in the EMAC atmospheric chemistry-climate model, and show the sensitivity of simulated clouds to different formulations, including the cloud radiative responses to aerosols and CCN activation. The sensitivity simulations are inter-compared and evaluated on the basis of satellite observations by the Moderate Resolution Imaging Spectroradiometer (MODIS), International Satellite Cloud Climatology Project (ISCCP), Clouds and the Earth’s Radiant Energy System (CERES), A-Train (Aqua, Aura, CloudSat and
CALIPSO satellites) multi-year mean data, and the global precipitation climatologies of the Global Precipitation Climate Project (GPCP).

2 Model description

2.1 EMAC Atmospheric Chemistry-Climate model

We used the ECHAM5-MESSy Atmospheric Chemistry-Climate model (EMAC) to simulate cloud distributions and characteristics, including radiative properties and climatically relevant parameters. EMAC is a numerical chemistry and climate model based on the general circulation model ECHAM5 (Roeckner et al., 2006, version 5.3.01), combined with the Modular Earth Sub-model System (MESSy version 1.10, Jöckel et al., 2005, 2006). A full description of EMAC and its evaluation are documented in Jöckel et al. (2005, 2006); Pozzer et al. (2010, 2012); Pringle et al. (2010a); de Meij et al. (2012), see also http://www.messy-interface.org. The present study uses the T42L19 resolution corresponding to a gaussian grid of approximate 2.8° by 2.8° in latitude and longitude with 19 vertical hybrid pressure levels up to 10 hPa and a time step of 30 min, and comprises the submodels summarized in Table 1. A schematic flow diagram of aerosol, cloud and climate coupling is presented in Fig. 1.

2.2 Atmospheric aerosol (GMXe)

The aerosol submodel GMXe (Pringle et al., 2010a) is coupled with the cloud droplet formation process to feed the computed aerosol size and number distributions and chemical composition back onto the cloud droplet and the cloud ice crystal size distribution. GMXe simulates aerosols with lognormal distributions in seven interacting modes, i.e., four soluble ones (nucleation, Aitken, accumulation and coarse mode) and
three insoluble ones (Aitken, accumulation and coarse mode):

\[ n(\ln a_r) = \sum_{i=1}^{7} \frac{N_i}{\sqrt{2\pi} \ln \sigma_i} \exp \left( -\frac{(\ln a_{r,i} - \ln \bar{a}_{r,i})^2}{2 \ln^2 \sigma_i} \right) \]  

(1)

where each aerosol mode \( i \) is described with the number concentration \( (N_i) \), the mean radius \( (\bar{a}_{r,i}) \) and the standard deviation \( (\sigma_i) \). These variables are summarized in Table 2. Aerosol number and mass are prognostically calculated (i.e., subject to transport, microphysics and chemistry), whereas \( \sigma_i \) is prescribed for each aerosol mode \( (\sigma = 2.0 \) for the coarse mode, \( \sigma = 1.59 \) for the other modes) and the mean mode radius is diagnosed every time step. The overlap of a lognormal distribution with neighboring modes defines the cross mode exchange.

The chemistry calculations distinguish between soluble and insoluble modes, and each mode is assumed to be internally mixed. The version of GMXe used here treats bulk species (no specification of internal composition, e.g., black carbon (BC), particulate organic matter (POM, also organic carbon, OC), dust (DU) and sea spray (SS)), in addition to aerosols with detailed chemical specifications (e.g., \( \text{SO}_4^{2-}, \text{H}_2\text{SO}_4, \text{HSO}_4^-, \text{NO}_3^-, \text{NH}_4^+, \text{Na}^+, \text{Cl}^- \)). This is a compromise between speciated chemical species and bulk species, and the latter can be extended with specific chemical components. This has been evaluated by Pringle et al. (2010a) in the comparison between the simulated aerosol field and observations. The aerosol fields are also comparable to the AeroCom global models (Mann et al., 2014) and ECHAM-HAM (Stier et al., 2005). The water uptake is diagnosed for each type at every time step. GMXe also calculates the effective hygroscopicity parameter \( \kappa \) and the supersaturation in each aerosol mode based on the \( \kappa \)-Köhler theory. These variables determine the CCN activity in the cloud droplet nucleating process. The global distribution of \( \kappa \) in EMAC has been presented in Pringle et al. (2010b), where \( \kappa \) was diagnosed from the aerosol distribution but did not interact with clouds.
2.3 Cloud droplet nucleation (CDN)

A CDN parameterization scheme (hereafter, standard STN) was developed by Abdul-Razzak et al. (1998) and Abdul-Razzak and Ghan (2000), and implemented in EMAC with explicit aerosol coupling. It describes the formation of cloud droplets by condensation and the subsequent growth of cloud droplets relying on aerosol physicochemical properties (e.g., size distribution, mass and number concentrations and chemical composition) based on the hygroscopic growth of particles through Köhler theory. The performance of this parameterization (STN) has been presented and discussed for a mono-modal single-solute aerosol in Abdul-Razzak et al. (1998) and for a multi-modal multi-solute aerosol distribution in Abdul-Razzak and Ghan (2000, 2002).

The hybrid CDN parameterization (hereafter, HYB) replaces the calculation of the critical supersaturation in STN, which is based on an osmotic coefficient model, with the $\kappa$ method, see Fig. 1 and Table 3 for a summary. As shown in Table 3, the critical saturation in HYB ($s_{c_\kappa} = S_{C_{\kappa}} + 1$) for a dry diameter ($D$) is defined by the water activity in the aqueous solution droplet ($a_w$), and the curvature effect (or Kelvin effect, denoted by $A$). The surface tension of the pure water (0.072 J m$^{-2}$) is used for the calculation of $A$ and $s_{c_\kappa}$ in HYB (Petters and Kreidenweis, 2007; Gunthe et al., 2009; Pöschl et al., 2009; Rose et al., 2010; Pringle et al., 2010b). The $a_w$ can be expressed in terms of the solute effect that describes aerosol composition and the effective hygroscopicity parameter. In each aerosol mode the multi-solute $\kappa_j$ is obtained from the volume weighted mean of the single solute $\kappa_{i,j}$. The $\kappa_j$ values are mainly from Petters and Kreidenweis (2007); 0.61 for (NH$_4$)$_2$SO$_4$, 0.67 for NH$_4$NO$_3$, 1.28 for NaCl, 0.90 for H$_2$SO$_4$, 0.88 for NaNO$_3$, 0.91 for NaHSO$_4$, 0.80 for Na$_2$SO$_4$, and 0.65 for (NH$_4$)$_3$H(SO$_4$)$_2$; 0.0 for black carbon (BC) and 0.1 for organic carbon (OC) (Wang et al., 2008; Gunthe et al., 2009; Pöschl et al., 2009; Dusek et al., 2010; and Pringle et al., 2010b); for dust $\kappa_{DU} = 0.03$ is recommend as a global mean value (Koehler et al., 2009). The calculated $\kappa_j$ values have been evaluated for several compositions by measurements (Gunthe et al., 2009; Rose et al., 2010).
The calculated $S_{C_k}$ is applied to the parameterization of the water condensation rate ($dw/dt$) of the activated droplets in STN and the hygroscopic growth is then defined by

$$\frac{dw}{dt} = 4\pi \rho_w \sum_{i=1}^{7} \int_{S_{C_i}}^{S_{C_i} + dS_{C_i}} r_i^2 \frac{dn_i(S_{C_i})}{da} dS_{C_i}$$

(2)

where $n_i(S_{C_i})dS_{C_i}$ is the number concentration of particles activated between $S_{C}$ and $S_{C} + dS_{C}$ and $r_i$ is the radius of the forming droplet in aerosol mode ($i$) during the changes of aerosol ($da$) and over time ($dt$). A detailed derivation and solution of the equation are described in Abdul-Razzak et al. (1998) and Abdul-Razzak and Ghan (2000).

Both STN and HYB calculate the nucleation cloud droplet number concentration based on the physicochemical aerosol properties. HYB uses the $\kappa$-Köhler method to estimate the Raoult effect on the CCN activity and hygroscopicity that can efficiently calculate the rate of nucleation of cloud droplets ($R_{nuc}$) without the need of specific aerosol information (e.g., osmotic coefficient and dissociation number of each chemical component) in STN.

By coupling the aerosol submodel GMXe to the cloud module, the ice crystal number concentration ($N_i$) is also influenced by the semi-speciated soluble aerosol species (i.e., $SO_4^{2-}$, $H_2SO_4$, $HSO_4^-$, $NO_3^-$, $NH_4^+$, $Na^+$, $Cl^-$). This affects the calculation of contact freezing of hydrophobic aerosols that act as ice nuclei (IN, e.g., DU, BC) and the immersion freezing of solute aerosols through heterogenous freezing.

### 2.4 Cloud microphysics (CLOUD)

The nucleated droplets from the ambient aerosols in large-scale clouds (hence not the distinctly parameterized convective clouds) represent aerosol–cloud interactions in this study. For the representation of these interactions the aerosol sub-model GMXe is coupled with the cloud microphysics to describe the influence of ambient aerosol size
distributions and chemical composition on the cloud droplet and ice crystal forming processes. The nucleation processes represent AIEs and occur only at cloud base. The calculated cloud properties are based on a double moment cloud microphysics scheme that accounts for cloud droplet size and number distribution.

The changes in the total number of cloud droplets (CDNC) $\frac{dN_d}{dt}$ and cloud ice crystals (ICNC) $\frac{dN_i}{dt}$ are calculated from individual cloud microphysical processes. This has been described in detail and discussed in Lohmann et al. (1999); Lohmann (2002, 2007); and Hoose et al. (2007):

$$\frac{dN_d}{dt} = \left[ \frac{N_d}{dt} \right]_{transport} + R_{nuc} + R_{melt} - R_{auto} - R_{self} - R_{acc} - R_{frz} - R_{evap}$$

$$\frac{dN_i}{dt} = \left[ \frac{N_i}{dt} \right]_{transport} + R_{nuc,i} + R_{frz} + R_{secp} - R_{agg} - R_{self,i} - R_{acc,i} - R_{melt} - R_{sub}$$

The first terms on the right-hand sides ([$\frac{N_d}{dt}$]_{transport} and [$\frac{N_i}{dt}$]_{transport}) denote the rate of change in cloud droplet and in ice-crystal numbers by all transport processes including advection, convection and diffusion. The subsequent $R$ terms represent the rate of change in cloud droplet number by nucleation, melting, autoconversion (rain droplets), self-collection, accretion (falling rain or snow), heterogeneous freezing (contact and immersion) and evaporation ($R_{nuc}, R_{melt}, R_{auto}, R_{self}, R_{acc}, R_{frz}, R_{evap}$, respectively).

The rate of change in ice-crystal number is obtained from homogenous nucleation $R_{nuc,i}$ (below $-35^\circ C$), heterogeneous freezing $R_{frz}$ (between 0 and $-35^\circ C$), secondary production, aggregation (snow), self-collection, accretion (falling snow) and by sublimation ($R_{secp}, R_{agg} R_{self,i}, R_{acc,i}$ and $R_{sub}$, respectively). All soluble aerosol particles (exception the nucleation mode) are assumed to be supercooled below $-35^\circ C$ and homogeneously frozen, potentially forming cloud ice crystals. Note that also chemically aged dust and BC can take a part in homogenous ice crystal formation. The heterogeneous freezing of cloud droplet is treated by two processes; contact freezing for insoluble particles, i.e., dust and BC, and immersion freezing for soluble particles including aged
dust and BC. For details see the original work (Kärcher and Lohmann, 2002; Lohmann et al., 2007; Hoose et al., 2008) which has been extended accordingly to consider the more comprehensive aerosol composition and size and number distribution of GMXe (Pringle et al., 2010).

$R_{\text{auto}}$ is parameterized according to Kharioudinov and Kogan (2000) and calculates the total cloud mass and number distribution by changes in the cloud water content by forming precipitation as well as $R_{\text{agg}}$. It can be understood as a relevant parameter of the second AIE, i.e., the cloud lifetime effect (Tompkins, 2002; Lohmann et al., 2007; Pincus et al., 2008; Reichler and Kim, 2008). The self-collection terms ($R_{\text{self}}$ and $R_{\text{self},i}$) also influence the cloud particle size distribution but do not change the total mass of cloud water. The relevant variables for nucleation, evaporation and sublimation (i.e., in the calculation of $R_{\text{nuc}}, R_{\text{nuc},i}, R_{\text{evap}}, R_{\text{sub}}$) are diagnosed at each time step. These variables are used for the calculation of cloud cover, and the new total tendencies of cloud droplet number concentration (CDNC) and ice crystal number concentration (ICNC). The updated CDNC and ICNC values are used for the calculation of radiation in the next time step.

The CDNC in the REF-simulations is prescribed by a pressure dependent function which is basically the product of surface concentration (distinct for land and ocean) and a term that exponentially decreases with pressure. Note that no explicit aerosol–cloud interactions are included in the convection parameterization.

### 2.5 Large-scale cloud cover

EMAC has two cloud cover schemes to simulate large-scale cloud cover, i.e., the relative humidity (RH) dependent scheme (Sundqvist et al., 1989, hereafter, RH-CLC) and the statistical cloud cover (ST) scheme (Tompkins, 2002, hereafter, ST-CLC). RH-CLC defines fractional cloudiness with variances of humidity in a gridbox using a tunable value depending on the size of a gridbox, and simulated clouds are consequently influenced by model height and resolution. ST-CLC determines cloud fraction with a
parameterization of variable water vapor and cloud condensate at the sub-grid scale of clouds using a probability density function (Tompkins, 2002).

2.6 Experimental design

All simulations are based on identical meteorological boundary conditions. The distributions of aerosol particles and cloud properties are generated as integrated long term simulations with climatological sea surface temperature (SST) and sea-ice (SIC) to perform the statistical analysis of free-running simulations. Therefore, feedbacks of changing cloudiness on the surface energy budget and evaporation, and influences on the dynamics and convection are suppressed over the oceans (fixed SSTs) whereas such effects are allowed over the continents. The year 2000 is used for aerosol emissions and repeated for all simulation periods. Emission fields of aerosols are based on AEROCOM (an AEROsol module inter-COMparison in global models) (Dentener et al., 2006), also used by Pringle et al. (2010a).

We have summarized the different model setups in Table 4. Apart from the reference runs all simulations applied prognostic CDN parameterizations (i.e., STN and HYB) and have been performed for 10 year periods after an initial spin-up of 1 year. The reference simulations (i.e., RH-REF and ST-REF) have been conducted for 5 years after 1 year spin-up time.

The simulations have been performed with the following objectives: (1) to better understand the effects of aerosol–cloud interactions by comparing the REF-simulations to the simulations that apply the prognostic CDN parameterizations (STN, HYB), (2) to investigate the influence of aerosol chemical composition effects on the formation of large scale clouds based on the comparison between the STN and HYB simulations, and (3) to examine the impact of the cloud cover scheme on the simulated cloud properties and climate relevant parameters via the inter-comparison of all simulations applying RH-CLC and ST-CLC. The analysis focuses on cloud and climate relevant properties that can be compared to global scale observations.
The performance of EMAC in simulating cloud properties is assessed based on the following multi-year data sets, being averaged over the available time period; for cloud properties the Moderate Resolution Imaging Spectroradiometer (MODIS), International Satellite Cloud Climatology Project (ISCCP), Clouds and the Earth’s Radiant Energy System (CERES), and A-Train (Aqua, Aura, CloudSat and CALIPSO satellites); for the cloud radiative forcing at TOA the CERES Energy Balanced And Filled (EBAF); for the aerosol optical properties MODIS; and for the global precipitation climatologies the Global Precipitation Climate Project (GPCP).

3 Model results

3.1 Annual global mean values

An overview of the global mean cloud properties, radiation and water budgets is given in Table 5 for the simulations and observational data.

The multiyear global mean liquid water path (LWP) ranges from 30 to 50 g m\(^{-2}\) according to recent observations of A-Train satellites (based on MODIS Aqua (October 2002 to September 2008) and CloudSat (August 2006 to July 2010); Jiang et al., 2012). Another observational estimate of LWP from CERES Terra SYN1deg between March 2000 and February 2010 is about 38 g m\(^{-2}\). For the reference simulations, RH-REF agrees well with the observations, while ST-REF is clearly too low. The LWP in the STN-simulations (i.e., RH-STN and ST-STN) is overestimated (93.2 and 75.4 g m\(^{-2}\)). In the HYB simulations, LWP in RH-HYB is 20 % higher than the upper range value of observations, and LWP in ST-HYB fits well within the range of observations.

Ice water path (IWP) from ISCCP, CloudSat and MODIS observations ranges from 24 to 70 g m\(^{-2}\) as the best estimate (Jiang et al., 2012). The IWP from the observational data has a relatively large spread, larger than that of LWP. The simulated IWP appears to be rather more sensitive to the cloud cover scheme (RH-CLC and ST-CLC) than to...
aerosol–cloud coupling. The RH-simulations tend to estimate about 24% higher values than the ST-simulations. Overall, the predicted IWP in all simulations is in agreement with the observations though in the lower part of the range.

The calculation of the vertically integrated cloud droplet number concentration ($N_d$) shows large sensitivity to aerosol–cloud coupling (i.e., the prognostic CDN parameterizations) as well as the simulated LWP. In the STN-simulations, the calculated $N_d$ is more than twice that of $N_d$ in the HYB-simulations. As mentioned above, the REF-simulations do not include the nucleated cloud droplets from the aerosol–cloud interaction, and diagnostically calculate relatively small values compared to the other simulations. The estimated $N_d$ is compared with the observed global annual mean $N_d$ of $4.0 \times 10^{10} \text{ m}^{-2}$ based on the ISCCP data between 50° N and 50° S during four months (January, April, July, October in 1987) representing four seasons (Han et al., 1998). The HYB-simulations predict cloud droplet number concentrations rather well, particularly with RH-CLC (i.e., RH-HYB). While the STN-simulations strongly overestimate the droplet number concentrations, the differences among the CLC schemes are small. The calculated vertically integrated ice crystal number concentrations ($N_i$) do not show strong differences between the simulations based on the global annual mean values.

The global annual mean of total water vapor mass (WVM) is estimated at 24.7 and 23 kg m$^{-2}$ from the multiyear mean of CERES Terra (Wielicki et al., 1996) from MODIS Terra for 10 years, and A-Train satellite observations from AIRS (October 2002 to September 2010) + MLS (September 2004 to August 2011), respectively. The predicted WVM in all simulations shows little sensitivity to different cloud parameterizations and is slightly higher compared to the observed WVM. The global mean from CERES observations is based on the regridded data (matched with a horizontal resolution T42) and area-weighted average in this study. This may lead to slightly different values compared to literature reports. This also applies to the other observed data, e.g., total cloud cover, total precipitation, cloud radiative effect and aerosol optical depth.

The multiyear mean total cloud cover (TCC) is around 66% as derived from Terra and Aqua MODIS and ISCCP data. Generally, the RH-simulations slightly overestimate
TCC by 5%, whereas the ST-simulations underestimate TCC by up to 15% compared to the observations. The simulations with RH-CLC are less sensitive to the changes in cloud droplet distribution and aerosol–cloud coupling compared to the simulations with ST-CLC. The clouds simulated by ST-CLC are more sensitive to the representation of cloud properties such as cloud water and droplet number concentration. Discrepancies of total cloud cover computed with RH-CLC and ST-CLC might become smaller with higher model resolution, which reduces the degree of subgrid parameterization dependent on the humidity variance (Tompkins, 2005).

Total precipitation ($P_{\text{total}}$) is estimated from the Global Precipitation Climatology Project (GPCP) long-term monthly means, derived over the years 1981 to 2010 (Adler et al., 2003). All EMAC simulations slightly overestimate $P_{\text{total}}$ by about 10% compared to the estimate of GPCP (2.68 mm day$^{-1}$). There are no significant differences between the simulations due to the fact that precipitation is largely controlled by evaporation from the oceans with prescribed SST and SIC. These constrained ocean temperatures suppress the changes in total precipitation but some differences occur nevertheless. The large scale precipitation decreases in favor of convective rainfall due to increases in small cloud droplets, being less efficient to form rain, particularly in the STN-simulations that generate a relatively large number of cloud droplets. This affects precipitation over the continents, but does not show in the annual global mean values.

The cloud radiative effect (CRE) is defined as the difference between the radiation fluxes for cloudy and cloud-free regions (i.e., all sky – clear sky). At the top of the atmosphere (TOA), the shortwave cloud radiative effect (SCRE) is estimated at about $-47.2$ W m$^{-2}$ and the longwave radiative effect (LCRE) at about $26.3$ W m$^{-2}$ based on the Clouds and the Earth’s Radiant system experiments, Energy Balanced and Filled data (CERES EBAF) from 2000 to 2010 (Loeb et al., 2009). In view of the regional uncertainties in the SW and LW fluxes, the reported ranges are $-43.2$ to $-51.2$ W m$^{-2}$ for the SW, and $23.8$ to $28.8$ W m$^{-2}$ for the LW (CERES EBAF Edition2.6r Data Quality Summary).
Depending on the cloud cover schemes a general tendency of the CREs in the simulations is apparent; both the SCRE and LCRE in the RH-simulations are larger than in the ST-simulations. In particular the SCRE is strongly influenced by the cloud droplet number concentration. This is reflected in the enhanced SCRE in the simulations that applied aerosol–cloud coupling. The SCRE in ST-REF is underestimated by $-9.4 \text{ W m}^{-2}$ (29\%) compared to the observations. This bias reduces substantially by including aerosol–cloud feedback, i.e., the mean difference with the observations reduces to $-4.9 \text{ W m}^{-2}$ (about 10\%) for ST-STN and $8.3 \text{ W m}^{-2}$ (about $-18\%$) for ST-HYB. For the RH-simulations, the difference with the observations is increased with aerosol–cloud coupling, only slightly with HYB and strongly with STN. Overall the estimates of SCRE in ST-STN, ST-HYB and RH-REF are relatively close to the observational range, while the LCRE in all simulations is within the observed range. The predicted net cloud radiative effect (NCRE) at the TOA in ST-HYB and ST-STN are in fair agreement with the estimated NCRE from CERES EBAF, though with different signs of the biases.

The calculated aerosol optical depth (AOD) in all EMAC simulations is overestimated compared to the multiyear mean of AOD obtained from the combined data of Terra and Aqua in MODIS over 10 years of observations. Note that this is also improved in higher resolution simulations (de Meij et al., 2012). Estimated AODs in the ST-simulations are within the observed uncertainty range (Stier et al., 2005) except ST-STN. In general, the simulations considering aerosol–cloud feedback predict higher AOD than the REF-simulations, indicating that the presence of aerosols decreases the efficiency by which they are removed through precipitation. The estimated AODs in the RH-simulations are higher by about 10\% compared to the ST-simulations.

### 3.2 Zonal distribution of cloud properties and energy budget

Annual zonal mean cloud properties, water budgets and cloud radiative effects are presented in Figs. 2–4 for the simulations and observational data.
The zonal mean distributions of vertically integrated cloud droplet numbers \((N_d)\) are strongly dependent on the droplet nucleation parameterizations as shown in Fig. 2. Both prognostic CDN (STN and HYB) simulations produce higher CDNC compared to the REF-simulations with prescribed aerosol distributions for the cloud droplet nucleation process. These differences also appear in the annual global mean values, see Table 5. The STN-simulations yield larger numbers of cloud droplets compared to the HYB-simulations. As can be seen from Fig. 6 for the cases ST-STN vs. ST-HYB, the largest differences are associated with continental clouds. The strongest effect appears in the tropics and the Northern Hemisphere (NH) in Fig. 2, with high aerosol concentration over the continents. The zonal mean distributions of the vertically integrated ice crystal numbers \((N_i)\) show only weak sensitivity to the aerosol–cloud coupling, predominantly in mid-latitudes of the NH for the statistical cloud cover scheme.

As shown in Fig. 3, the distributions of liquid water path (LWP) show large discrepancies and are significantly sensitive to the treatment of aerosol–cloud feedback and the choice of cloud cover scheme. The LWP increases rapidly with increasing CDNC (Fig. 2) for both CLC schemes. Furthermore, only the ST-CLC reproduces the observed zonal LWP distribution with a distinct minimum in the tropics and maxima in mid-latitudes. Actually the ST-HYB outperforms by far the other model configurations in reproducing the CERES-Terra observations, in line with the results obtained for SCRE in Table 5. It clearly simulates the most realistic meridional profiles and magnitudes of LWP, especially between 35°S and 70°N. The STN-simulations tend to produce large LWP with both CLC-schemes reflecting the large number of CDNC shown in Fig. 2. This seems more important for radiative forcing than for precipitation.

The zonal distributions of ice water path (IWP) generally show a stronger response to the cloud cover schemes than to aerosol–cloud coupling, except for northern mid-latitudes where anthropogenic aerosols are most abundant. Over these latitudes, differences appear related to the heterogeneous freezing process as it is a part of the aerosol–cloud coupling effects. The difference in ICNC of Fig. 2 results in an increased spread in IWP.
The zonal distributions of total water vapor mass (WVM) in all simulations do not vary much among the different set-ups, and are close to the observations. For the annual zonal mean distribution of precipitation all EMAC simulations show similar meridional profiles with the well captured double peaks at 10° N and 10° S over the tropics, in both hemispheres in generally good agreement with the observations (GPCP). The simulated precipitation shows less sensitivity to the aerosol–cloud interactions due to the current model setup using a fixed SST and SIC and therefore constraining total evaporation and precipitation. Nevertheless, the midlatitude maximum in the Southern Hemisphere (SH) shows some sensitivity to the parameterization of warm cloud formation. Compared to observations, the model overestimates precipitation at lower latitudes between 0 and 10° S. These discrepancies may to some degree relate to the coarse model resolution. According to Hagemann et al. (2006), the model resolution could influence the hydrological cycle in the ECHAM5 model; by increasing vertical resolution, total and large-scale precipitation are systematically increased and convective precipitation is decreased, particularly over the indicated regions (between 0 to 10° S). This may lead to overestimated convective precipitation in the L19 simulations, probably being more realistic in the L31 simulations. It has also been suggested by Roeckner et al. (2006) that atmospheric dynamics and thermodynamics are substantially improved at higher vertical resolution (L31) but only in combination with higher horizontal resolution (T63 and higher), but for T42 the resolution L19 is generally the better choice (Roeckner et al., 2006).

As shown in Fig. 4, the zonal mean distributions of total cloud cover (TCC) demonstrate notable differences between the simulations and the observations especially at high latitudes. The latter could partly be caused by systematic deficiencies of the satellite retrievals rather than model error over the bright surfaces such as desert areas and snow or ice regions. By excluding the polar regions estimated TCC by RH-CLC shows good agreement with MODIS and ISCCP at the middle and higher latitudes and in general between 60° S and 60° N, while the simulated TCC by ST-CLC is underestimated. The estimated TCC by RH-CLC indicates a larger cloud fraction and is less sensitive
to changes induced by aerosol–cloud coupling. Different cloud patterns related to the cloud cover schemes occur in all latitudes and in both hemispheres, whereas the sensitivity to aerosol–cloud coupling is strongest from 30° S to the north pole.

The aerosol optical depth (AOD) in the simulations varies latitudinally with peaks at 50–60° in the SH and the subtropics and midlatitudes in the NH. Compared to the observations (MODIS) the patterns of simulated AOD match relatively well, but the magnitudes of simulated AOD are generally overestimated, particularly in the SH. These discrepancies are related by the over-predicted AOD over the ocean being mainly determined by sea spray as discussed in Pringle et al. (2010a). Too high aerosol mass burdens (AEROCOM emission data are used) and/or parameterizations of aerosol size and number distribution may further contribute to overestimated AOD. A further study involving a sensitivity test with various parameters determining the aerosol number and size distribution would be worthwhile, but is not the focus here. Some of the differences could also be associated with uncertainty in the MODIS AOD data. According to some data quality studies, the expected MODIS AOD error (Δτ550nm) is estimated as ±(0.03 + 0.05τ550nm) over ocean (Kaufmann et al., 1997; Tanré et al., 1997) and ±(0.05 + 0.15τ550nm) over land (Chu et al., 2002; Levy et al., 2010; Yoon et al., 2014).

The zonal mean distributions of SCRE and LCRE are shown in Fig. 4. The differences in cloud radiative effects are more significant for the zonal distribution of SCRE than LCRE in all simulations. The patterns of LCRE seem more sensitive to the cloud cover scheme than to aerosol–cloud coupling, i.e., the CDN parameterizations, with RH-CLC showing higher LCRE than ST-CLC except at high latitudes where both schemes are very similar. Between 40° S and 50° N RH-CLC is close to the LCRE observations, whereas ST-CLC tends to underestimate LCRE.

The observed zonal mean SCRE shows a typical value of −45 W m⁻² in the tropics and subtropics, a distinct maximum of cooling in the high mid-latitudes (more pronounced in the SH), and declining towards the poles (i.e., over bright surfaces and low SW radiation intensity). Generally the simulations resemble this pattern, but with large variability. This and discrepancies with observations are mainly driven by differences in
total cloud cover and liquid water path, i.e., responding to cloud droplet number concentration. Since total cloud cover is more dependent on the choice of the cloud clover scheme, except for very high CDNC, and not so much on aerosol–cloud interactions, the aerosol feedback on LWP (CDNC) is the main driver for the high variability in the predicted SCRE. This is quite obvious for the RH-simulations with almost identical TCC except in high northern latitudes.

The ST-CLC responds differently depending on the simulated CDNC. For ST-HYB the LWP resembles observations, and therefore the difference to observed SCRE is caused by the underestimation of TCC, which does not differ from TCC in ST-REF, in contrast to LWP. Whereas for ST-STN SCRE responds predominantly to the high CDNC. In the NH, SCRE is overestimated due to very high LWP, whereas TCC is close to observations. SCRE in the SH resembles observations, caused by the compensating effect of too low TCC and overestimated LWP. Note that with observed TCC and LWP, e.g., at 55° N for ST-HYB, the radiation code reproduces the observed SCRE and LCRE well.

### 3.3 CCN activation

The calculation of CCN activation starts with estimating the radius of the smallest activated particle in each aerosol mode. The two cloud droplet nucleation schemes, STN with the osmotic coefficient model and HYB with the $\kappa$ method, are summarized in Table 3. Subsequently the fractions of activated aerosol ($AF_i$) are calculated for each mode, which are then used in calculations of cloud microphysics and cloud droplet formation.

#### 3.3.1 Annual global mean

Table 6 presents the global mean values based on volume-weighted averaging from the surface to the upper troposphere (about 10 km). Large particles in the accumulation and coarse modes show higher activities ($AF_{Acc}$ and $AF_{Cor}$) than small particles in the
Aitken mode (AF

\text{Atk}) in both the STN- and HYB- simulations. This corroborates that particle size generally dominates over composition in CCN activation (Dusek et al., 2006; Andreae and Rosenfeld, 2008).

The efficiency of CCN activation is strongly influenced by the choice of the supersaturation (Sc) algorithm; the HYB simulations estimate lower AF

\text{i} (\approx 50 \%) for all modes compared to the STN simulations. The calculated CCN_{\text{total}} in the STN-simulations is more than twice that in the HYB-simulations. These differences are most pronounced in the boundary layer and the lower troposphere (Fig. 5a and b) and do not show a substantial mode dependence with the exception of the tropopause region (Fig. 5c and d), where large aerosols are scarce. Furthermore Table 6 confirms that the choice of the cloud cover scheme is generally of minor importance with the relevant exception of CCN_{\text{Atk}}, which is the dominant source for CCN formation in all simulations. The differences in CCN directly propagate into cloud droplet number concentration as can be seen from the comparison of CCN_{\text{total}} and CDNC (therefore not shown in Table 6).

In our model setup both size and chemical composition of aerosols have a significant impact on droplet nucleation. According to Köhler theory, larger particles have a lower Sc than smaller particles, since the Kelvin effect decreases with increasing particle size (i.e., smaller surface tension). Furthermore the activation of large aerosols is to a lesser extent dependent on their composition, because the Raoult effect is of less importance when the particles are more diluted. On the other hand, in small particles water uptake relies more on composition since the Raoult effect has to offset the Kelvin effect. This size effect is clearly captured by the simulations, and the accumulation and coarse modes show nearly the same activated aerosol fraction (AF), which is approximately three times that of the Aitken mode. Therefore these differences can be understood as significant sensitivities of the supersaturation algorithms applying different approaches of the solute effect (i.e., the osmotic coefficient and the \( \kappa \)-Köhler method). As discussed by Rose et al. (2008), the difference of the computed solute effect of aerosols (even for simple solutions and well-characterized particles) can be substantial. It has been estimated (Pöschl et al., 2009) that model results of large scale cloud formation could differ.
by 20% depending on the parameterization of aerosol hygroscopicity, even though the chemical composition is regarded as a relatively small influence compared to other variables (e.g., the number and size distributions of particles, transport processes, and atmospheric ambient conditions). However, our simulations suggest a substantial sensitivity up to a factor of two. The importance of chemical (composition) effects is largely related to the fact that the Aitken mode, for which the Raoult effect is highly relevant, is a dominant source of CCN, i.e., number concentration matters (Feingold, 2003) in all simulations (63% for STN and 71% for HYB) and all altitudes. Particularly for low water vapor supersaturations, low aerosol concentrations, and the presence of organic components, hence the explicit description of physicochemical aerosol properties is significant (McFiggans et al., 2006; Rose et al., 2008, 2010; Kreidenweis et al., 2009). Please note that anthropogenic emissions have a strong influence on this aerosol size mode.

3.3.2 Vertical profiles of annual global mean

The vertical distribution of the activated aerosol fraction \( \text{AF}_i \) is presented in Fig. 5 for the Aitken, accumulation and coarse modes. The \( \text{AF}_i \) ranges from 0 to 1, and the modes are added at each vertical level, i.e., the accumulated value spans the range from 0 to 3. Figure 5 only shows the ST-STN and ST-HYB simulations, since RH-STN and RH-HYB yield very similar results (see Supplement Fig. S2).

The total activated fraction in the ST-STN simulation has a distinct L-shape with altitude, with most activation in the lower boundary layer, nearly 1 for \( \text{AF}_{\text{Acc}, \text{Cor}} \) and 0.7 for \( \text{AF}_{\text{Atk}} \), and typical values of 0.5 for \( \text{AF}_{\text{Acc}, \text{Cor}} \) and 0.1 for \( \text{AF}_{\text{Atk}} \) at the top of the boundary layer, in the free troposphere and the tropopause region. The vertical AF distribution in ST-HYB has more of an hourglass shape, which is predominantly caused by a distinct minimum in \( \text{AF}_{\text{Atk}} \) at the boundary layer top and in the lower free troposphere. Generally the total activated fraction in ST-HYB is half to a third that in ST-STN with the exception of higher altitudes, with \( \text{AF}_{\text{Acc}, \text{Cor}} \) being about 0.3 in the upper troposphere and an \( \text{AF}_{\text{Atk}} \) of 0.25 near the surface, relatively low values at the
boundary layer top and increasing to 0.15 in the upper troposphere and tropopause region.

Apart from the differences in activation in the two simulations, on a global scale ST-STN seems to be more sensitive to the chemical composition of the aerosols. The simulations show large differences in AF\textsubscript{Atk}, but only ST-STN produces strong changes in AF\textsubscript{Acc, Cor} with height. This is not supported by more detailed analysis. The global hourglass shape in the ST-HYB results from a pronounced hourglass shape over the ocean and a funnel shape over land. In fact, examination of the vertical distribution of aerosol activation for distinct continental regions reveals higher sensitivity of the HYB-simulations to aerosol composition.

The relative differences in activated fractions, separately plotted over the ocean and land in Fig. 5c and d, do not differ much for all modes. There appears to be a pronounced distinction of the relative difference in activated fraction in the PBL, which is 75 % over land and 50 % over the ocean. Hence the two schemes have a different sensitivity in activating marine and continental aerosols. This is confirmed by Fig. 5e and f, which shows the relative difference in activation (ocean–land) for both simulations. As can be seen from Fig. 5e, ST-STN simulates no difference below 2 km in the activated fraction for continental and marine aerosol, whereas ST-HYB calculates a 50 % higher activation for marine aerosols in the lower troposphere, indicating a strong land–sea gradient in the activated fraction. The land sea-gradient in aerosol activation above 2 km is more similar in both simulations, especially for Aitken mode particles, whereas AF\textsubscript{Acc, Cor} in ST-HYB shows a considerably higher activation over land (25 % higher activation) compared to ST-STN (10 %).

In summary, the STN-simulation tends to not sensitively discriminate between continental and marine aerosol activation, except for Aitken mode particles in the free troposphere, and simulates a strong vertical gradient in activated fraction between the boundary layer and free troposphere. This is in contrast to ST-HYB which simulates pronounced land–sea gradients in activated fraction for all modes from surface to tropopause, a less pronounced vertical gradient between the boundary layer and free
troposphere and a much lower total activated fraction in the boundary layer and lower free troposphere. Both simulations corroborate that not only the size is important in droplet formation (i.e., higher activity of larger particles) but that there is also a strong sensitivity to aerosol chemistry in all particle size modes being most pronounced for the Aitken mode. Dusek et al. (2006) demonstrated the distinct sensitivity of CCN activation to the particle chemical composition, even though it was indicated to play a secondary role. The overall largest differences between the two schemes are found for low clouds where the aerosol activation is tightly linked with the cloud optical properties. With high aerosol activation low clouds tend to be relatively optically thick and more strongly reflect the incoming solar radiation thereby exerting a cooling effect on climate.

To understand the aerosol–cloud feedback for specific cases depending on different aerosol compositions, we discuss in the next section selected regions with aerosols in specific conditions, e.g., related to air pollution and natural emissions.

### 3.3.3 Regional distributions

To examine the geographic sensitivity of aerosol activation in more detail we selected 6 different continental regions (hereafter, CR), shown in Fig. 6, representing the annual mean of cloud droplet number columns for ST-STN and ST-HYB (CDNC), which are again similar to the results of the RH simulations. Note that CDNC reflects the CCN column burden. The CCN and CDNC from RH-CLC can be found in the Supplement. Table 7 shows the summary of the dominant aerosol types and their compositions based on the global distribution of aerosol column burden in Fig. S1 in the Supplement, which resembles the aerosol distribution in the study of Pringle et al. (2010a), (see their Figs. 6 and 7 and their evaluation). Figure 7 presents the vertical profiles of aerosol activities (AF$_i$) in the selected continental regions (CRs) for ST-STN and ST-HYB. The estimated AF$_i$ do not depend much on the choice of CLC scheme and therefore we present only results of the ST-simulations. To illustrate the regional variability depending on aerosol composition and meteorological conditions, the relevant cloud properties, i.e., cloud water, ice, and cloud cover are shown in Supplement Figs. S6, S8, and 8.
respectively. The estimated cloud radiative effects at TOA for all simulations and the observations are presented in Fig. 9.

For all selected continental regions, the total activated fraction of STN is L-shaped with high aerosol activation in the PBL (Fig. 7), in contrast to the funnel-shaped profile from HYB due to the lower aerosol activation fraction in the PBL. This impacts low (warm) cloud formation, with enhanced cloud cover especially for ST-CLC (Fig. 8) and enhanced cloud water for both CLC schemes (Supplement Fig. S6). Furthermore the ST-CLC scheme generally responds more sensitively to changes in the activated fraction.

Figure 6 shows that both simulations (ST-STN and ST-HYB) produce maxima in column cloud droplet number in CR1 as this region is highly polluted with high concentrations of sulfate, dust, nitrate and ammonium, the latter illustrated in Supplement Fig. S1. Note that the hygroscopicity of aerosols in the upper PBL and lower-most troposphere is depressed by a high loading of dust particles and thereby a low activated fraction (e.g., compared to region CR3) in ST-HYB.

From the surface to the PBL height ST-STN produces larger cloud fractions with a large amount of cloud water and higher CCN concentrations in all size modes compared to ST-HYB. It enhances optically thick cloud cover near the surface and predicts a strong cloud albedo effect. For mid level (above 4 km) and high clouds the response to aerosol–cloud interaction is more subtle. Despite the fact that ST-STN simulates a higher number of CCN (Figs. 7 and Supplement Fig. S3), ST-HYB produces a more extensive high cloud cover. This is associated with larger amounts of cloud ice and ICNC (Figs. S7 and S5 in the Supplement), and by weakened convection in ST-STN due to surface cooling by enhanced low clouds, which is reflected in lower cloud top height and lower relative humidity than in ST-HYB (Supplement Fig. S8). These effects are also found for RH-STN and RH-HYB, but much weaker. The aerosol–cloud interactions in the RH-simulations influence predominantly the cloud water content up to 4 km, which is more than doubled in RH-STN compared to RH-HYB; the influence on cloud cover is minor. The large impact of aerosol activation on low (warm) cloud formation is...
also clearly reflected in the radiative properties, which are dominated by changes in the short wave cloud radiative effect (SCRE, Fig. 9): we obtain differences of $-18 \text{ W m}^{-2}$ for RH-STN and RH-HYB, and of $-28 \text{ W m}^{-2}$ for ST-STN and ST-HYB. In accordance with increased high clouds, the long wave cloud radiative heating is increased in the HYB simulations, which are generally closer to observations especially for SCRE. Note that the uncertainty ranges of the observations in Fig. 9 are same as in Table 5 (CERES EBAF Edition 2.6r Data Quality Summary).

Maxima of OC and BC occur over Central Africa and South America (CR2 and CR5), being biomass burning areas. The regions CR2 and CR5 show similarity in the vertical distribution of the activated aerosol fraction (AF), cloud cover, and cloud ice distribution, and cloud water distribution sensitively responds to the simulated cloud droplet number concentration. The aerosol composition leads to a relatively low aerosol activity in the regions CR2 and CR5 though with different magnitudes, particularly near the surface. Region CR2 has more particles with low hygroscopicity (BC, OC, DU) and less hygroscopic particles (e.g., sea spray) than region CR5. These differences significantly impact the cloud radiative effects (Fig. 9b and e) by changes in the cloud vertical structure and optical properties. The simulations for region CR5 show larger cloud fractions with larger cloud droplet number concentrations and condensed water than in region CR2. The changes in low clouds intensify the cloud albedo effect (SCRE) and lead to stronger cooling in CR5 than in CR2.

Aloft these particles can become more hygroscopic by chemical (ageing) processes with consequences for CCN and IN and the properties of high clouds. The clouds in both regions are simulated to have two maxima, in the PBL and near the tropopause, being particularly pronounced in the RH-simulations (see Fig. 8b and e). The predicted high clouds in the HYB-simulations are more extensive than in the STN-simulation and contribute to the greenhouse effects (LCRE), hence causing a stronger LCRE compared to the STN simulations. In the STN-simulations, for both CR2 and CR5 the SCRE is overestimated and LCRE is underestimated, and are therefore the net cooling effect is too strong. Overall, the estimates of CREs in ST-HYB are relatively close to the
shortwave radiation regime the clouds over Arctic Siberia respond strongly to aerosol–cloud coupling \( \Delta(RH-STN - RH-HYB) = -15 \text{ W m}^{-2} \), \( \Delta(ST-STN - ST-HYB) = -30 \text{ W m}^{-2} \).

Comparing the CDN schemes we find that the STN-simulations usually overpredict the cooling effect (SCRE), while the HYB-simulation results agree reasonably well with the observations.

Over North Africa and the Arabian Peninsula (CR4) a major fraction of the aerosol is dust emitted from the deserts, and the annual mean aerosol column exceeds 200 mg m\(^{-2}\); additionally sulfate concentrations are relatively high (Fig. S1 in the Supplement). The simulated cloud cover is highest at high altitudes but is relatively minor at all altitudes compared to other regions. These high clouds, i.e., thin cirrus, exert a positive NCRE (Chen et al., 2000). All simulations consistently predict stronger long-wave than shortwave cloud effects. The calculated LCREs tend to be slightly larger
with RH-CLC than with ST-CLC due to the larger amount of cloud ice and high clouds in the RH-simulations. The cloud liquid water and cloud droplet numbers at low altitudes are generally increased by the large number concentration of activated CCN. In this region the changes in the net cloud radiative forcing are dominated by changes in LCRE. For CR4 the modeled CREs in all simulations are close to those observed by CERES. Overall, the simulated clouds and cloud radiative effects are found to be sensitive to aerosol–cloud feedbacks, and are influenced by particle composition, size and number concentration.

3.4 General assessment

This section summarizes the global performance of the CDN parameterizations in combination with the CLC schemes in the EMAC model. The multi-year means of model simulations and observational data are compared using a Taylor diagram (Taylor, 2001) to evaluate spatial pattern similarity with observations. Although the measurements have not been performed during the same time periods (Table 5) as the model simulations it may be assumed that these differences are minor. All comparisons are based on the re-gridded observational data to the horizontal resolution of the model (T42, about 2.8°). In order to plot different fields (parameters) on the same diagram, the statistic variables, i.e., the centered root mean square difference and the two standard deviation (of the model results and observations), are normalized by the standard deviations of the observations. Figure 10 demonstrates the (dis)similarity between the simulations and the observations (OBS) using the normalized centered root mean square difference (CRMS, gray arcs), ratio of modelled to observed variability (straight axes, dashed arcs) and the correlation coefficient on the curved axis (gray dashed radii), separately for land and ocean. Furthermore, the information in the Taylor diagram has been condensed into a skill score in Table 9 (using Eq. 4 of Taylor, 2001), which allows ranking of the simulations with respect to observations. Over land, we generally find a higher correlation than over the ocean (0.8–0.9 vs. 0.7–0.8) and also lower CRMS
errors and more realistic variability, with the remarkable exception of continental total precipitation of ST-REF and ST-HYB and of SCRE of RH-STN and ST-STN.

For the simulated total cloud cover the spatial pattern similarity is mostly determined by the cloud cover scheme, over continents and even more pronounced for marine clouds, as compared to the MODIS observations between 60° N and 60° S. As mentioned earlier the satellite retrievals are less reliable over bright surfaces (i.e., high albedo areas) such as deserts and glacial (snow or ice) regions, e.g., over Antarctica, the Arctic Ocean and polar regions. We typically find substantial positive biases over these regions (Supplement Fig. S10), which can be attributed to an underestimation of clouds in the satellite data rather than model error. The high latitude regions are therefore excluded from the comparison.

All the RH-simulations have the same high correlation of 0.9 and have the same standard deviation as the observations and low CRMS errors, with slightly better performance over land than over the ocean. The sensitivity of TCC to aerosol–cloud coupling is not distinct in the RH-simulations. On the other hand, the ST-CLC configurations are more sensitive to the aerosol–cloud coupling. The ST-REF simulation performs worse considering all three statistical parameters and is clearly improved with interactive aerosol. The higher dissimilarities in the total cloud cover in the ST-simulations are mainly caused by the underestimation of tropical and subtropical marine clouds, as discussed above and in Weber et al. (2011), see Fig. S10 in the Supplement.

The spatial pattern comparison to CERES observations for the cloud radiative effects confirms the previous finding that aerosol–cloud coupling mostly affects low clouds and the experimental set-up therefore has less impact on the LCRE than the SCRE, particularly over land. In general, the statistical parameters representing SCRE and LCRE indicate a larger scatter over land than over the ocean. Over land, the representation of SCRE groups into 3 categories related to the choice of the CLC and CDN schemes; two of them are distinct to the cloud cover scheme (RH-REF and RH-HYB; ST-REF and ST-HYB) and show very similar statistical performance, and the outlier group is governed by the CDN scheme (RH-STN and ST-STN). The LCRE reveals basically
the same pattern as the SCRE but within a smaller range. Over the ocean, the SCRE shows a weak grouping according to the aerosol–cloud coupling, and for LCRE the grouping is determined by the cloud cover scheme, where the RH-simulations are very close to each other.

The model calculated total precipitation ($P_{\text{tot}}$) in all simulations shows high pattern correlations (higher than 0.8) with the observations (GPCP). Over land, the plotted $P_{\text{tot}}$ shows a much larger spread than over the ocean due to the prescribed SST and SIC. They are grouped into three by the cloud cover scheme (ST-REF and ST-HYB, and RH-REF and RH-HYB) and by the CDN scheme (RH-STN and ST-STN). ST-STN reproduces the observed $P_{\text{tot}}$ remarkably well, whereas the other ST setups are clearly biased. Over the ocean, the statistical parameters of $P_{\text{tot}}$ indicate less spread and are grouped according to the cloud cover scheme. The aerosol–cloud coupling is of minor influence. As discussed above, we expect that total precipitation is generally further improved by increasing the vertical and horizontal resolution (Hagemann et al., 2006; Roeckner et al., 2006).

Overall, the Taylor skill scores also indicate that the current EMAC model configuration performs better over land than over the ocean. The RH-simulations have a larger spread in the average skill score, with the exception of RH-STN which performs better than the ST configurations. Obviously for the RH-CLC setups the $\kappa$ activation method (HYB) is the best choice, as can be seen from the average scores and from the individual skill scores for the meteorological parameters. Over land, also for ST-CLC, the HYB CDN scheme is a better choice even it is not so obvious in average skill score. The radiation feedback and total precipitation improve in ST-HYB compared to ST-REF, whereas in ST-STN poor performance in representing radiative effects contrasts with the strong improvement in $P_{\text{tot}}$. Over the ocean, a clear recommendation of the aerosol–cloud coupling for the ST-CLC is not obviously made based on the skill score.
4 Summary and conclusions

In this study we compared the STN (osmotic coefficient model) and HYB ($\kappa$ hygroscopicity parameter) schemes to consider aerosol–cloud feedbacks with a focus on warm clouds. The simulations show substantial cloud radiative effects from CCN activation, especially in low clouds. In the STN simulations, large fractions of aerosols are activated as CCN in warm clouds and fogs/hazes near the surface. Anthropogenically enhanced CCN concentrations at low altitudes enhance the cloud albedo effect (SCRE), which cools the Earth’s surface. The cooler surface leads to reduced convection and associated precipitation through the increased hydrostatic stability in the lower troposphere. At the same time, condensation into cloud droplets releases latent heat and invigorates convective activity. Over land, the first effect prevails and the simulations with aerosol–cloud coupling show reduced convective activity, more pronounced in the STN simulations (−23 to −35% in CAPE) than in the HYB simulations (about −5%), see Table 10. For the marine environment with prescribed SST the latter effect dominates which leads to increased convective activity. Note that for high CDNC the CAPE in statistical cloud cover setups responds substantially more strongly to the aerosol–cloud coupling than with the RH-CLC scheme.

The changes in low cloud properties induced by CCN abundance (and activated fraction) are therefore very important to climate. Furthermore, the effects of aerosol–cloud interactions vary strongly geographically as shown by the analysis of the selected six continental regions for which the sensitivities of cloud properties (cloud cover, CDNC, ICNC, LWC and IWC) to CCN (aerosol activation) have been shown. The comparison of ST-REF and the observations indicates a strongly underestimated SCRE and NCRE, indicative of deficiencies in representing the climate system in the reference setup of the model. It underscores that in climate simulations aerosol–cloud feedbacks are important and should be considered prognostically rather than using fixed parameters in cloud formation processes. This applies particularly to the cloud model coupled with a cloud cover scheme that is sensitive to aerosol–cloud feedbacks (e.g., ST-CLC). The
short wave cloud radiative effect at the top of the atmosphere in the ST-CLC simulations responds a factor of 2–8 more sensitively to aerosol coupling than in the RH-CLC setups. The long wave cloud radiative sensitivity among the different scheme varies within a factor of 2, (Fig. 10, which is based on the numbers of Table 8). The sensitivity is defined as the ratio of the relative differences.

The current study clearly shows the sensitivity of aerosol activation patterns and cloud properties in response to the representation of aerosol chemistry, hence hygroscopicity and critical supersaturation. Both prognostic CDN schemes (STN and HYB) account for the aerosol size and composition effects on droplet nucleation in warm clouds. The HYB CDN representation performs best with both cloud cover schemes, the coupling with STN leads to unrealistically high fractions of activated CCN. The simulated cloud properties and CREs are relatively close to observations, particularly over the continents (relatively high aerosol concentrations), as shown by reduced biases in TCC and NCRE, and realistic distributions of droplet number and LWP. ST-CLC generally shows much higher sensitivity to aerosol–cloud coupling, but deficiencies in simulating marine stratiform clouds remain.

Furthermore, the HYB scheme shows a higher sensitivity of CCN activation to chemical composition, which is particularly relevant for Aitken mode particles. In general, cloud properties and other parameters relevant to the hydrologic cycle and climate are more realistically represented by prognostic CDN and CLC schemes. Globally, Aitken mode particles are the primary source for CDNC, independently of the choice of CDN and CLC scheme. Although in polluted regions the abundance of accumulation and coarse mode aerosols can suppress the activation of large numbers of Aitken mode particles, on a global scale the latter are important with a significant activated fraction of CCN (the majority in all schemes). Since for small particles the chemical composition, i.e., the solute (Raoult) effect, is more critical than for larger aerosols, we find a relatively strong overall sensitivity of CCN activation to chemical composition. Our results corroborate that aerosol chemistry matters because the aerosol size matters,
and indirect climate effects through clouds are governed by anthropogenic changes in aerosol number concentration and composition.

The Supplement related to this article is available online at doi:10.5194/acpd-14-21975-2014-supplement.
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Table 1. Summary of the EMAC submodels used in this study.

<table>
<thead>
<tr>
<th>Submodel name</th>
<th>Descriptions</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEROPT</td>
<td>Aerosol optical properties</td>
<td>Lauer et al. (2007)</td>
</tr>
<tr>
<td>CLOUD</td>
<td>Clouds and Precipitation</td>
<td>Jöckel et al. (2008)</td>
</tr>
<tr>
<td>CONVECT</td>
<td>Convection</td>
<td>Tost et al. (2010)</td>
</tr>
<tr>
<td>CVTRANS</td>
<td>Convective tracer transport</td>
<td>Tost et al. (2000b)</td>
</tr>
<tr>
<td>DRYDEP</td>
<td>Dry deposition of gases and aerosol</td>
<td>Kerkweg et al. (2006a)</td>
</tr>
<tr>
<td>GMXe</td>
<td>Aerosol dynamics and thermodynamics</td>
<td>Pringle et al. (2010)</td>
</tr>
<tr>
<td>HETCHEM</td>
<td>Heterogenous chemistry (reaction rates)</td>
<td>Jöckel et al. (2008)</td>
</tr>
<tr>
<td>JVAL</td>
<td>Rate of photolysis</td>
<td>Jöckel et al. (2006)</td>
</tr>
<tr>
<td>LNOX</td>
<td>Product of NOx by lightning</td>
<td>Tost et al. (2007b)</td>
</tr>
<tr>
<td>MECCA1</td>
<td>Chemical atmospheric reactions</td>
<td>Sander et al. (2005)</td>
</tr>
<tr>
<td>OFFLEM</td>
<td>Offline emissions</td>
<td>Kerkweg et al. (2006b)</td>
</tr>
<tr>
<td>ONLEM</td>
<td>Online emissions</td>
<td>Kerkweg et al. (2006b)</td>
</tr>
<tr>
<td>RAD4ALL</td>
<td>Radiation for all wavelengths</td>
<td>Jöckel et al. (2006)</td>
</tr>
<tr>
<td>SATSIMS</td>
<td>Classification of cloud types by ISCCP simulator</td>
<td>Gerald et al. (2011)</td>
</tr>
<tr>
<td>SCAV</td>
<td>Wet deposition of gases and aerosols</td>
<td>Tost et al. (2006a, 2007a)</td>
</tr>
<tr>
<td>SEDI</td>
<td>Aerosol sedimentation</td>
<td>Kerkweg et al. (2006a)</td>
</tr>
<tr>
<td>TNUDGE</td>
<td>Tracer nudging</td>
<td>Kerkweg et al. (2006b)</td>
</tr>
<tr>
<td>TROPOP</td>
<td>Calculation of the tropopause and boundary layer</td>
<td>Jöckel et al. (2008)</td>
</tr>
</tbody>
</table>
**Table 2.** Description of aerosol size and number with seven aerosol modes and standard deviation ($\sigma$).

<table>
<thead>
<tr>
<th>Aerosol Mode</th>
<th>Range of radius</th>
<th>sigma ($\sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrophilic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nucleation</td>
<td>$(NS) &lt; 0.005\mu m$</td>
<td>1.59</td>
</tr>
<tr>
<td>Aitken</td>
<td>$(KS) 0.005\mu m &lt; r &lt; 0.06\mu m$</td>
<td>1.59</td>
</tr>
<tr>
<td>Accumulation</td>
<td>$(AS) 0.06\mu m &lt; r &lt; 0.5\mu m$</td>
<td>1.59</td>
</tr>
<tr>
<td>Coarse</td>
<td>$(CS) &gt; 0.5\mu m$</td>
<td>2.00</td>
</tr>
<tr>
<td>Hydrophobic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aitken</td>
<td>$(KI) 0.005\mu m &lt; 0.06\mu m$</td>
<td>1.59</td>
</tr>
<tr>
<td>Accumulation</td>
<td>$(AI) 0.06\mu m &lt; 0.5\mu m$</td>
<td>1.59</td>
</tr>
<tr>
<td>Coarse</td>
<td>$(CI) &gt; 0.5\mu m$</td>
<td>2.00</td>
</tr>
</tbody>
</table>
Table 3. Summary of main differences between the STN and HYB cloud microphysics (CDN) schemes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>STAND (ARG)</th>
<th>HYBRID (ARG-κ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical saturation</td>
<td>$s_{c,i} = 1 + S_{c,i}$</td>
<td>$s_{c,kr,i} = a_w \exp \frac{A}{D_i} = \exp \left( \sqrt{\frac{4A^3}{27k_iD_i}} \right)$</td>
</tr>
<tr>
<td>Critical supersaturation</td>
<td>$S_{c,i} = \frac{2}{\sqrt{B_i}} \left( \frac{A}{3a_{c,i}} \right)^{\frac{3}{2}}$</td>
<td>$S_{c,kr,i} = s_{c,kr,i} - 1$</td>
</tr>
<tr>
<td>Kelvin effect</td>
<td>$A \equiv \frac{2\tau M_w}{\rho_w R T}$</td>
<td>$A \approx 0.66 \times 10^{-6} K m \times T^{-1}$</td>
</tr>
<tr>
<td>Solute effect</td>
<td>$\bar{B}<em>i \equiv \frac{M_w}{\rho_w} \sum</em>{j=1}^{7} \hat{r}<em>{i,j} \mu</em>{i,j} \phi_{i,j} \epsilon_{i,j} / M_{a_{i,j}}$</td>
<td>$a_w = \frac{1}{1 + k_i \left( \frac{V_s}{V_w} \right)^{\kappa_j}}$, $\kappa_i = \sum_{j=1}^{7} \hat{\epsilon}_{i,j} \kappa_j$</td>
</tr>
</tbody>
</table>

$S_C$ is the critical saturation ($s_c \equiv S_c + 1$) in STN and is comparable to $S_{C_{kr}} (= s_{c,kr} - 1)$ in HYB. $a_c$ is the dry radius of the smallest activated aerosol and is used for estimating the fraction of aerosol activation. $M_w$ is the molecular weight of water vapor, $\rho_w$ is the density of water; $\tau$ is the surface tension for water ($\tau = (76.10 - 0.155[T - T_{melt}]) \times 10^{-3}$) (Pruppacher and Klett, 1978), $R = 8.315 J K^{-1}$ is the ideal gas constant, and $T$ is temperature (K).

$r_{i,j}$ is the mass mixing ratio, $\mu_{i,j}$ is the number of ions after the salt dissociates into water, $\phi_{i,j}$ is the osmotic coefficient, $\epsilon_{i,j}$ is the mass fraction of soluble material, and $M_{a_{i,j}}$ is the molecular weight, $\rho_{a_{i,j}}$ is the density of the aerosol fraction of component $j$ and mode $i$ ($i = 1, 7$).

$a_w$ is the water activity, $\kappa_i$ is the hygroscopicity of aerosol mode ($i$), the volume of the dry particle ($V_s$) and the volume of water ($V_w$).

$\hat{\epsilon}_{i,j}$ is the volume fraction of chemical component $j$ in mode $i$, and $\kappa_j$ is an independent hygroscopicity parameter of aerosol species ($j$).
Table 4. Summary of the sensitivity simulations.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Cloud Droplet Nucleation parameterization</th>
<th>Cloud cover scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH-REF</td>
<td>Fixed CCN concentration (REF)</td>
<td>Relative humidity cloud cover scheme (RH-CLC)</td>
</tr>
<tr>
<td>RH-STN</td>
<td>Standard CDN parameterization (STN)</td>
<td>RH-CLC</td>
</tr>
<tr>
<td>RH-HYB</td>
<td>Hybrid CDN parameterization (HYB)</td>
<td>RH-CLC</td>
</tr>
<tr>
<td>ST-REF</td>
<td>Fixed CCN concentration (REF)</td>
<td>Statistical cloud cover scheme (ST-CLC)</td>
</tr>
<tr>
<td>ST-STN</td>
<td>Standard CDN parameterization (STN)</td>
<td>ST-CLC</td>
</tr>
<tr>
<td>ST-HYB</td>
<td>Hybrid CDN parameterization (HYB)</td>
<td>ST-CLC</td>
</tr>
</tbody>
</table>
Table 5. Annual mean global mean cloud properties and TOA energy budget for 10 year simulations.

<table>
<thead>
<tr>
<th>CDN scheme Simulation</th>
<th>No AIE inclusion</th>
<th>ST-REF</th>
<th>STAND (ARG)</th>
<th>HYBRID (ARG-x)</th>
<th>Observed range</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH-REF</td>
<td>44.3</td>
<td>24.9</td>
<td>93.2</td>
<td>75.4</td>
<td>38.1</td>
</tr>
<tr>
<td>RH-STN</td>
<td>24.9</td>
<td>93.2</td>
<td>75.4</td>
<td>38.1</td>
<td>37.8&lt;sup&gt;a&lt;/sup&gt; 30–50&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>RH-HYB</td>
<td>38.1</td>
<td>61.2</td>
<td>24.9</td>
<td>29.4</td>
<td>22.2</td>
</tr>
<tr>
<td>ST-HYB</td>
<td>37.8</td>
<td>29.4</td>
<td>24.9</td>
<td>22.2</td>
<td>26.7&lt;sup&gt;b,1&lt;/sup&gt;, 24–70&lt;sup&gt;b,2&lt;/sup&gt;</td>
</tr>
<tr>
<td>LWP (g m&lt;sup&gt;−2&lt;/sup&gt;)</td>
<td>29.0</td>
<td>20.9</td>
<td>29.9</td>
<td>23.2</td>
<td>29.4</td>
</tr>
<tr>
<td>IWP (g m&lt;sup&gt;−2&lt;/sup&gt;)</td>
<td>29.9</td>
<td>23.2</td>
<td>24.9</td>
<td>22.2</td>
<td>26.7&lt;sup&gt;b,1&lt;/sup&gt;, 24–70&lt;sup&gt;b,2&lt;/sup&gt;</td>
</tr>
<tr>
<td>N&lt;sub&gt;4&lt;/sub&gt; (10&lt;sup&gt;16&lt;/sup&gt; m&lt;sup&gt;−2&lt;/sup&gt;)</td>
<td>2.18</td>
<td>1.72</td>
<td>9.41</td>
<td>7.93</td>
<td>4.30</td>
</tr>
<tr>
<td>N&lt;sub&gt;6&lt;/sub&gt; (10&lt;sup&gt;16&lt;/sup&gt; m&lt;sup&gt;−2&lt;/sup&gt;)</td>
<td>0.40</td>
<td>0.38</td>
<td>0.41</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>WVM (kg m&lt;sup&gt;−2&lt;/sup&gt;)</td>
<td>26.2</td>
<td>26.0</td>
<td>25.7</td>
<td>25.2</td>
<td>26.1</td>
</tr>
<tr>
<td>TCC (%)</td>
<td>68.3</td>
<td>55.6</td>
<td>69.3</td>
<td>62.2</td>
<td>68.6</td>
</tr>
<tr>
<td>P&lt;sub&gt;total&lt;/sub&gt; (mm day&lt;sup&gt;−1&lt;/sup&gt;)</td>
<td>3.01</td>
<td>2.97</td>
<td>2.96</td>
<td>2.95</td>
<td>3.00</td>
</tr>
<tr>
<td>P&lt;sub&gt;start&lt;/sub&gt; (mm day&lt;sup&gt;−1&lt;/sup&gt;)</td>
<td>1.14</td>
<td>1.22</td>
<td>1.11</td>
<td>1.15</td>
<td>1.13</td>
</tr>
<tr>
<td>P&lt;sub&gt;conv&lt;/sub&gt; (mm day&lt;sup&gt;−1&lt;/sup&gt;)</td>
<td>1.87</td>
<td>1.75</td>
<td>1.86</td>
<td>1.80</td>
<td>1.87</td>
</tr>
<tr>
<td>SCRE (W m&lt;sup&gt;−2&lt;/sup&gt;)</td>
<td>−56.6</td>
<td>−33.6</td>
<td>−67.9</td>
<td>−52.1</td>
<td>−60.3</td>
</tr>
<tr>
<td>LCRE (W m&lt;sup&gt;−2&lt;/sup&gt;)</td>
<td>28.5</td>
<td>24.3</td>
<td>28.7</td>
<td>25.5</td>
<td>28.6</td>
</tr>
<tr>
<td>AOD</td>
<td>0.20</td>
<td>0.19</td>
<td>0.23</td>
<td>0.22</td>
<td>0.21</td>
</tr>
</tbody>
</table>

<sup>a</sup> Liquid water path (LWP) and <sup>b</sup> water vapor mass (WVM) are from <sup>c</sup>CERES Terra SYN1 deg – lite Ed2.6 data for years 2001 to 2010 (Wielicki et al., 1996) and analysis of A-Train satellite observations (from CloudSat (August 2006 to July 2010) and MODIS (October 2002 to September 2008)), <sup>d</sup> (AIRS (October 2002 to September 2010) + MLS (September 2004 to August 2011)) observation (Jiang et al., 2012).<br><sup>e</sup> Ice water path (IWP) is from <sup>c</sup>ISCCP data (Storelmo et al., 2008) and analysis of <sup>d</sup>CloudSat and MODIS observation (Jiang et al., 2012).<br><sup>d</sup>a Vertically integrated cloud droplet number (N<sub>d</sub>) is driven by ISCCP (Han et al., 1994, 1998).<br><sup>f</sup> The shortwave, longwave and net cloud radiative effect (SCRE, LCRE and NCRE, respectively) at top of atmosphere (TOA) are estimated from the Clouds and the Earth's Radiant system experiments, Energy Balanced and Filled data (CERES EBAF) Ed2.6r for 2001 to 2010 (Loeb et al., 2009) (1<sup>◦</sup> x 1<sup>◦</sup> regional uncertainties, based on CERES EBAF Edition2.6r Data Quality Summary).<br><sup>g</sup> Aerosol optical depth (AOD) is obtained from <sup>c</sup>CERES SYN1deg Month Terra Aqua MODIS Ed3A Subset from the year 2001 to 2010 and from <sup>h</sup>different observations (Kinne, 2006).
Table 6. Global means of activated aerosol fractions (AF\(i\)) and CCN (CCN\(i\)) in each mode, cloud droplet nucleation rate \(R\text{\(\text{\(\text{nuc}\)}}\), and cloud droplet nucleation number (CDN) from the surface to upper troposphere (10 km) in large-scale clouds.

<table>
<thead>
<tr>
<th>mode ((i))</th>
<th>Aitken</th>
<th>Accumulation</th>
<th>Coarse</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>AF(_{\text{Atk}})</td>
<td>AF(_{\text{Acc}})</td>
<td>AF(_{\text{Cor}})</td>
<td>(R\text{(\text{(\text{nuc})}})</td>
</tr>
<tr>
<td>RH-STN</td>
<td>20.1 %</td>
<td>59.9 %</td>
<td>61.7 %</td>
<td>9.2 \times 10^3 m^{-3} s^{-1}</td>
</tr>
<tr>
<td>ST-STN</td>
<td>18.7 %</td>
<td>58.6 %</td>
<td>60.6 %</td>
<td>8.4 \times 10^3 m^{-3} s^{-1}</td>
</tr>
<tr>
<td>RH-HYB</td>
<td>10.2 %</td>
<td>33.3 %</td>
<td>34.6 %</td>
<td>4.3 \times 10^3 m^{-3} s^{-1}</td>
</tr>
<tr>
<td>ST-HYB</td>
<td>8.8 %</td>
<td>31.3 %</td>
<td>32.6 %</td>
<td>3.7 \times 10^3 m^{-3} s^{-1}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Global</th>
<th>CCN(_{\text{Atk}})</th>
<th>CCN(_{\text{Acc}})</th>
<th>CCN(_{\text{Cor}})</th>
<th>CCN(_{\text{total}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH-STN</td>
<td>8.3 \times 10^7</td>
<td>3.5 \times 10^7</td>
<td>0.5 \times 10^6</td>
<td>1.3 \times 10^8 m^{-3}</td>
</tr>
<tr>
<td>ST-STN</td>
<td>6.8 \times 10^7</td>
<td>3.3 \times 10^7</td>
<td>0.4 \times 10^6</td>
<td>1.1 \times 10^8 m^{-3}</td>
</tr>
<tr>
<td>RH-HYB</td>
<td>4.7 \times 10^7</td>
<td>1.0 \times 10^7</td>
<td>0.2 \times 10^6</td>
<td>6.5 \times 10^7 m^{-3}</td>
</tr>
<tr>
<td>ST-HYB</td>
<td>3.5 \times 10^7</td>
<td>1.0 \times 10^7</td>
<td>0.1 \times 10^6</td>
<td>5.0 \times 10^7 m^{-3}</td>
</tr>
</tbody>
</table>
Table 7. Summary of locations and dominant aerosol types in the selected regions over the continents (CRs).

<table>
<thead>
<tr>
<th>Selected Continental Regions</th>
<th>Location</th>
<th>Dominant aerosol types</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR1 India and China</td>
<td>(80° E: 130° E, 10° N: 40° N)</td>
<td>SO₄ (DU, NO₃⁻, NH₄⁺, OC, BC)</td>
</tr>
<tr>
<td>CR2 Central Africa</td>
<td>(0: 40° E, 20° S: 15° N)</td>
<td>OC (BC, NO₃, NH₄⁺)</td>
</tr>
<tr>
<td>CR3 Europe</td>
<td>(0: 80° E, 40° N: 60° N)</td>
<td>SO₄ (NH₄⁺, BC)</td>
</tr>
<tr>
<td>CR4 North Africa and Arabian peninsula</td>
<td>(10° W: 60° E, 15° N: 40° N)</td>
<td>DU (SO₄, NH₄⁺)</td>
</tr>
<tr>
<td>CR5 Brazil (Central South America)</td>
<td>(40° W: 80° W, 30° S: 10° N)</td>
<td>OC (BC, NO₃)</td>
</tr>
<tr>
<td>CR6 Sub Arctic and Siberia</td>
<td>(30° E: 120° E, 60° N: 75° N)</td>
<td>SO₄ (NH₄⁺, BC)</td>
</tr>
</tbody>
</table>
Table 8. Estimated cloud radiative effects in the selected continental regions (CR) for SCRE, LCRE, and NCRE at TOA (corresponding to Fig. 9), and deviations and relative difference between the STN and HYB simulations [Rdiff = \( \frac{\text{STN-HYB}}{\text{HYB}} \times 100(\%) \)] and the sensitivity of the CLC scheme, defined as the ratio of relative differences [Sensitivity = Rdiff\textsubscript{ST}/Rdiff\textsubscript{RH}].

<table>
<thead>
<tr>
<th>CR</th>
<th>SCRE (W m(^{-2}))</th>
<th>Deviation ( \Delta ) (STN-HYB)</th>
<th>Relative difference (%)</th>
<th>LCRE (W m(^{-2}))</th>
<th>Deviation ( \Delta ) (STN-HYB)</th>
<th>Relative difference (%)</th>
<th>NCRE (W m(^{-2}))</th>
<th>Deviation ( \Delta ) (STN-HYB)</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RH-STN</td>
<td>ST-STN</td>
<td>RH-HYB</td>
<td>ST-HYB</td>
<td>( \Delta R ) (STN-HYB)</td>
<td>( \Delta S ) (STN-HYB)</td>
<td>Rdiff\textsubscript{RH}</td>
<td>Rdiff\textsubscript{ST}</td>
<td>RH-STN</td>
</tr>
<tr>
<td>CR1</td>
<td>-75.8</td>
<td>-73.7</td>
<td>-62.4</td>
<td>-47.1</td>
<td>-13.5</td>
<td>-26.6</td>
<td>21.6</td>
<td>56.5</td>
<td>33.4</td>
</tr>
<tr>
<td>CR2</td>
<td>-59.5</td>
<td>-57.7</td>
<td>-55.7</td>
<td>-37.5</td>
<td>-3.8</td>
<td>-20.2</td>
<td>6.8</td>
<td>53.8</td>
<td>29.7</td>
</tr>
<tr>
<td>CR3</td>
<td>-45.3</td>
<td>-49.7</td>
<td>-35.1</td>
<td>-29.2</td>
<td>-10.3</td>
<td>-20.4</td>
<td>29.3</td>
<td>69.9</td>
<td>26.6</td>
</tr>
<tr>
<td>CR4</td>
<td>-12.3</td>
<td>-11.1</td>
<td>-11.1</td>
<td>-9.8</td>
<td>-1.2</td>
<td>-1.3</td>
<td>10.5</td>
<td>13.1</td>
<td>17.1</td>
</tr>
<tr>
<td>CR5</td>
<td>-81.5</td>
<td>-76.0</td>
<td>-69.7</td>
<td>-42.0</td>
<td>-11.9</td>
<td>-34.1</td>
<td>17.1</td>
<td>81.2</td>
<td>26.6</td>
</tr>
<tr>
<td>CR6</td>
<td>-57.3</td>
<td>-59.6</td>
<td>-41.6</td>
<td>-31.3</td>
<td>-15.7</td>
<td>-28.4</td>
<td>37.6</td>
<td>90.8</td>
<td>21.9</td>
</tr>
</tbody>
</table>

\( \text{RH-STN} \) refers to the regional humidity and surface temperature; \( \text{ST-STN} \) refers to the standard temperature and humidity; \( \text{RH-HYB} \) and \( \text{ST-HYB} \) refer to the humidity and temperature of the HYB simulation; \( \Delta R \) and \( \Delta S \) represent the deviation in cloud radiative effects; Rdiff\textsubscript{RH} and Rdiff\textsubscript{ST} are the relative differences in cloud radiative effects between RH-STN and ST-STN, and RH-STN and ST-HYB, respectively.
Table 9. Evaluation of the performances of the CDN and CLC schemes in the EMAC model based on the statistical analysis (i.e., standard deviation and correlation coefficient).

<table>
<thead>
<tr>
<th></th>
<th>Continental</th>
<th>Marine</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RH-CLC</td>
<td>RH-REF</td>
</tr>
<tr>
<td></td>
<td>RH-STN</td>
<td>RH-HYB</td>
</tr>
<tr>
<td></td>
<td>RH-REF</td>
<td>RH-STN</td>
</tr>
<tr>
<td></td>
<td>RH-HYB</td>
<td>ST-CLC</td>
</tr>
<tr>
<td></td>
<td>ST-REF</td>
<td>ST-STN</td>
</tr>
<tr>
<td></td>
<td>ST-HYB</td>
<td>ST-CLC</td>
</tr>
<tr>
<td></td>
<td>TCC</td>
<td>SCRE</td>
</tr>
<tr>
<td>RH-REF</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>RH-STN</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>RH-HYB</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>ST-REF</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>ST-STN</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>ST-HYB</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Rating is based on the calculated skill score ($S$), see Table S2.
Table 10. Global means of convective cloud top height (CTH) (unit: m) and convective available potential energy (CAPE) (unit: J kg\(^{-1}\)) over land and ocean, based on daily (24 h) means.

<table>
<thead>
<tr>
<th></th>
<th>CONTINENTAL</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LAND</td>
<td>RH-REF</td>
<td>RH-STN</td>
<td>RH-HYB</td>
<td>ST-REF</td>
<td>ST-STN</td>
<td>ST-HYB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTH (m)</td>
<td>1346</td>
<td>1229</td>
<td>1323</td>
<td>1395</td>
<td>1179</td>
<td>1381</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAPE (J kg(^{-1}))</td>
<td>24.41</td>
<td>18.70</td>
<td>23.26</td>
<td>32.59</td>
<td>20.91</td>
<td>31.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RH (STN-REF)</td>
<td>RH (HYB-REF)</td>
<td>ST (STN-REF)</td>
<td>ST (HYB-REF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative CTH</td>
<td>-8.69 %</td>
<td>-1.71 %</td>
<td>-15.48 %</td>
<td>-1.00 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative CAPE</td>
<td>-23.39 %</td>
<td>-4.71 %</td>
<td>-35.84 %</td>
<td>-4.30 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OCEAN</td>
<td>RH-REF</td>
<td>RH-STN</td>
<td>RH-HYB</td>
<td>ST-REF</td>
<td>ST-STN</td>
<td>ST-HYB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTH (m)</td>
<td>1234</td>
<td>1271</td>
<td>1249</td>
<td>1084</td>
<td>1165</td>
<td>1097</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAPE (J kg(^{-1}))</td>
<td>32.41</td>
<td>34.35</td>
<td>32.93</td>
<td>27.61</td>
<td>32.22</td>
<td>28.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RH (STN-REF)</td>
<td>RH (HYB-REF)</td>
<td>ST (STN-REF)</td>
<td>ST (HYB-REF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative CTH</td>
<td>3.00 %</td>
<td>1.22 %</td>
<td>7.47 %</td>
<td>1.20 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative CAPE</td>
<td>5.99 %</td>
<td>1.60 %</td>
<td>16.70 %</td>
<td>1.56 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Overview of the EMAC model structure used in the present study: $\omega$ (vertical motion), $T$ (temperature), RH (relative humidity), $SD_a$ (size distribution of ambient aerosol), $B$ (hygroscopicity), $S_c$ and $S_\kappa$ (critical supersaturation), $\kappa$ (effective hygroscopicity parameter).
Figure 2. Annual, zonal means of vertically integrated cloud droplet number concentration ($N_c$) and ice crystal number concentration ($N_i$) in the REF (green), in the STN (red) and HYB (blue) simulations described in Table 4. Dashed lines refer to the RH cloud cover scheme (RH-CLC) and solid lines to the statistical cloud cover scheme (ST-CLC).
Figure 3. Annual, zonal mean water vapor mass (WVM), total precipitation ($P_{\text{tot}}$), liquid water path (LWP), and ice water path (IWP). The dashed and solid lines refer to RH-CLC and ST-CLC, respectively; and the green, red and blue colors represent REF, STN and HYB, respectively. The light blue lines show observations.
Figure 4. Annual, zonal means of the total cloud cover (TCC), aerosol optical depth (AOD), short wave cloud radiative effect (SCRE) and longwave radiative effect (LCRE) at the top of the atmosphere (TOA) shown with the same colors and line symbols as Fig. 3.
Figure 5. Vertical distributions of global means of the activated aerosol fraction for (a) ST-STN and (b) ST-HYB, the relative difference between the ST-STN and ST-HYB over the ocean (c) and the continent (d). The relative differences between the oceans and the continents in ST-STN (e) and ST-HYB (f) are shown for the Aitken, accumulation and coarse modes denoted by the blue, green and red colors, respectively. The dashed yellow and red lines (left) are latitudinally varying ranges of the tropopause and the planetary boundary height, respectively.
Figure 6. Global distributions of cloud droplet number concentration (CDNC) in (a) ST-STN and (b) ST-HYB.
Figure 7. Vertical distributions of the CCN activation fractions in the selected continental regions (from CR1 to CR6) for ST-STN and ST-HYB.
**Figure 8.** Vertical distributions of cloud cover in the selected continental regions (CR) for RH-STN, ST-STN, RH-HYB, and ST-HYB, presented with the same colors and lines as in Fig. 5.
**Figure 9.** Cloud radiative effects in the selected continental regions (CR) for RH-STN (RSTN), ST-STN (TSTN), RH-HYB (RHYB), and ST-HYB (THYB), presented with a green, yellow bar and blue line representing the SCRE, LCRE and NCRE at TOA, respectively.
Figure 10. Taylor diagrams with a statistical comparison between model results and observations as described in Table 5; over land (a) and over ocean (b); the SCRE and LCRE at TOA in CERES EBAF, the total precipitation ($P_{tot}$) in GPCP, the total cloud cover between 60° S and 60° N (TCC) and the aerosol optical depth (AOD) both from MODIS.