Incorporation of Advanced Aerosol Activation Treatments into CESM/CAM5: Model Evaluation and Impacts on Aerosol Indirect Effects
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Abstract

One of the greatest sources of uncertainty in the science of anthropogenic climate change is from aerosol-cloud interactions. The activation of aerosols into cloud droplets is a direct microphysical link between aerosols and clouds; parameterizations of this process realistically link aerosol with cloud condensation nuclei (CCN) and the resulting indirect effects. Small differences between parameterizations can have a large impact on the spatiotemporal distributions of activated aerosols and the resulting cloud properties. In this work, we incorporate a series of aerosol activation schemes into the Community Atmosphere Model version 5.1.1 within the Community Earth System Model version 1.0.5 (CESM/CAM5) which include factors such as insoluble aerosol adsorption and giant cloud condensation nuclei (CCN) activation kinetics to understand their individual impacts on global-scale cloud droplet number concentration (CDNC). Compared to the existing activation scheme in CESM/CAM5, this series of activation schemes predict CDNC that are in better agreement with satellite-derived/in-situ values in many regions with high CDNC but in worse agreement for some regions with low CDNC. Large percentage changes in predicted CDNC occur over desert and oceanic regions, owing to the enhanced activation of dust from insoluble aerosol adsorption and reduced activation of sea spray aerosol after accounting for giant CCN activation kinetics. Comparison of CESM/CAM5 predictions against satellite-derived cloud optical thickness and liquid water path shows that the updated activation schemes generally improve the low biases. Globally, the
incorporation of all updated schemes leads to an average increase in column CDNC of 142% and
an increase (more negative) in shortwave cloud forcing of 13%. With the improvement of
model-predicted CDNCs and better agreement with most satellite-derived cloud properties in
many regions, the inclusion of these aerosol activation processes should result in better
predictions of radiative forcing from aerosol-cloud interactions.
1. Introduction

The interaction between cloud and aerosols is among the most uncertain aspects of anthropogenic climate change (Boucher et al., 2013). By serving as cloud condensation nuclei (CCN), anthropogenic aerosols can increase droplet number concentration and enhance the albedo of liquid-phase clouds (Twomey, 1974, 1977). In reducing droplet size, anthropogenic CCN can inhibit drizzle production under certain conditions and lead to increased liquid water content, cloud lifetime, and cloud albedo (Albrecht, 1989). These two processes are referred to as the radiative forcing from aerosol-cloud interactions and adjustments and collectively constitute the effective radiative forcing from aerosol-cloud interactions in the Fifth Assessment Report from the Intergovernmental Panel on Climate Change (Boucher et al., 2013). An important aspect of aerosol-cloud interactions involves the process of aerosol activation into droplets (also referred to as droplet nucleation), which describes the growth of aerosols into cloud droplets. Although Köhler theory (Köhler, 1936) accurately predicts the activation of particles at a given maximum supersaturation, it is the determination of the maximum supersaturation that is the greatest source of uncertainty (Ghan et al., 2011). The earliest representations of droplet nucleation in climate models used empirical relationships between CDNC and sulfate mass concentration (Boucher and Lohmann, 1995) or aerosol number concentration (Jones et al., 1994). Despite relatively strong relationships between CDNC and these aerosol parameters in several environments (Leaitch et al., 1992; Martin et al., 1994; Ramanathan et al., 2001), the empirical relationships do not explicitly account for the dependence of the droplet nucleation on aerosol size distribution, aerosol composition, or updraft velocity and therefore are limited in their ability to accurately predict CDNC on a global scale.

Physically-based parameterizations of aerosol activation or droplet nucleation are designed to quickly provide the number of aerosols activated into cloud droplets as a function of the aerosol number size distribution, chemical composition, and environmental conditions. One of the most widely-used parameterizations describing aerosol activation, Abdul-Razzak and Ghan (2000) (hereto referred as AR-G00), is based on the work of Abdul-Razzak et al. (1998) and derives a semi-empirical treatment of supersaturation by adjusting coefficients on physically-based terms to achieve agreement with numerical simulations. By parameterizing aerosol activation in terms of a critical supersaturation (Twomey, 1959) and critical radius within a lognormal aerosol size distribution (Ghan et al., 1993), Abdul-Razzak et al. (1998) obtained an
activation parameterization in terms of all of the parameters of the aerosol size distribution whose activated fraction is within 10% difference from that of a numerical model for most conditions. AR-G00 updated Abdul-Razzak and Ghan (1998) (which applied to a single lognormal aerosol mode with uniform chemical composition) by enabling its application to an aerosol population represented by multiple lognormal modes, each with a uniform bulk hygroscopicity determined by an internal mixture of chemical components within each mode.

As air quality and climate models often characterize aerosols by multiple lognormal modes, AR-G00 has been widely included in many models (see Table 3 in Ghan et al. (2011) for summary).

Another widely-used activation parameterization, Fountoukis and Nenes (2005) (hereo referred as FN05), is based on Nenes and Seinfeld (2003) and includes explicit calculations of mass transfer, condensation coefficient, integration over the aerosol size distribution, and kinetic limitations. In order to maintain computational efficiency, the parameterization of Nenes and Seinfeld (2003) split the aerosol population (defined in terms of a sectional size distribution) into two groups: 1) those with diameters that activate near the maximum supersaturation and 2) those with diameters that do not activate near the maximum supersaturation. FN05 updated this parameterization to account for a lognormal aerosol size distribution and size-dependent mass transfer coefficient of water vapor to droplets; it also addresses some of the limitations of AR-G00, especially for conditions when kinetic limitations on droplet nucleation are expected.

When strong kinetic limitations occur, the maximum supersaturation is not the same as the critical supersaturation (defined as the saturation at which a particle radius will grow beyond the equilibrium size at the maximum supersaturation). Under these conditions, the relationship between maximum and critical supersaturation is determined empirically in FN05 from numerical simulations for a range of conditions. Another unique feature of FN05 is its ability to account for the influence of gas kinetics on the water vapor diffusivity. This influence depends on particle size and on the value of the condensation coefficient. Fountoukis and Nenes (2005) found that an average value of the diffusivity over an appropriate size range can account for the influence of gas kinetics on droplet nucleation. By expressing the solution in terms of the condensation coefficient, FN05 is applicable to a range of environmental conditions. Unlike AR-G00, FN05 does not approximate functions of the maximum supersaturation and does not rely on empirical relationships (except in the case of strong kinetic limitations across the CCN population). A disadvantage of FN05 is that it requires iterations to solve for maximum
supersaturation which makes it more computationally expensive than AR-G00 (Ghan et al. 2011). In our global simulations, the FN05 scheme increased computational time by ~10%. A comprehensive comparison of AR-G00, FN05, and several other activation parameterizations was performed by Ghan et al. (2011), which showed that FN05 predicted the number fraction of activated aerosol in better agreement with a high-confidence numerical solution. Despite their many differences, the implementation of both AR-G00 and FN05 in CAM5.0 resulted in a small difference (0.2 W m\(^{-2}\), 10%) in the predicted effect of anthropogenic aerosol on shortwave cloud forcing (Ghan et al., 2011).

This study expands upon the work of Ghan et al. (2011) by evaluating the individual processes affecting aerosol activation within an Earth Systems Model with advanced chemistry and aerosol treatments using global scale satellite/ground-base observations. Our objective is to improve the model’s representation of aerosol-cloud interactions by incorporating advanced aerosol activation treatments into the Community Atmosphere Model version 5.1.1 within the Community Earth System Model version 1.0.5 (hereo referred as CESM/CAM5) and demonstrating the benefits of such advanced treatments through an initial application of the improved model.

2. Model Setup

2.1 CESM/CAM5 with an Advanced Aerosol Activation Module

In this work, we use CESM/CAM5 to explore the impact of several different aerosol activation schemes on global scale cloud properties and meteorology through aerosol-cloud interactions. The CESM/CAM5 used in this work is a version recently released by NCAR and further developed and improved at North Carolina State University (NCSU) (He and Zhang, 2013). It includes advanced gas-phase chemistry, aerosol nucleation, and inorganic aerosol thermodynamics that are coupled with the 7-mode modal aerosol module (MAM7) in CAM5. The gas-phase chemistry is based on the 2005 Carbon Bond chemical mechanism with global extension (CB05_GE) (Karamchandani et al., 2012). The aerosol nucleation is based on a combination of the default nucleation parameterizations of Vehkamaki et al. (2002) and (Merikanto et al., 2007) and a newly added ion-mediated aerosol nucleation (Yu, 2010) above the planetary boundary layer (PBL) and the maximum nucleation rate from among Vehkamaki et al. (2002), Merikanto et al. (2007), Yu (2010), and Wang et al. (2009) parameterizations in the
PBL (see He and Zhang (2013) for details). The inorganic aerosol thermodynamics is based on
ISORROPIA II (Fountoukis and Nenes, 2007), and explicitly simulates thermodynamics of SO$_4^{2-}$, NH$_4^+$, NO$_3^-$, Cl$^-$, and Na$^+$ as well as the impact of crustal species associated with the fine dust mode. Other updates in the CESM/CAM5 version used in this work include the splitting sea-salt aerosol in MAM7 into sodium and chloride to enable chlorine chemistry in ISORROPIA II and addition of aqueous-phase dissolution and dissociation of HNO$_3$ and HCl. In addition, while the released version of MAM7 uses a constant mass accommodation coefficient of 0.65 for all condensable species, the NCSU’s version uses species-dependent accommodation coefficients for H$_2$SO$_4$, NH$_3$, HNO$_3$, and HCl, with the value of 0.02, 0.097, 0.0024, and 0.005, respectively.

In the released version of CESM/CAM5, aerosol activation occurs if liquid condensate is present and the number of cloud droplets decreases below the number of active CCN diagnosed by the AR-G00 scheme as a function of aerosol chemical and physical parameters (as given by MAM7 in this case), temperature, and vertical velocity (Liu et al., 2012). Stratiform cloud microphysics are described by Morrison and Gettelman (2008), which treats both the cloud droplet number concentration and mixing ratio in order to simulate indirect aerosol effects and cloud-aerosol interactions. In this work, the NCSU’s version of CESM/CAM5-MAM7 is further developed by providing an alternative to the AR-G00 scheme with FN05 and the updates of Kumar et al. (2009) (K09) and Barahona et al. (2010) (B10) to FN05, which account for adsorption activation from insoluble CCN, and giant CCN equilibrium timescale on aerosol activation. In the K09 parameterization, water vapor is adsorbed onto insoluble particles such as dust and black carbon (BC) whose activity is described by a multilayer Frenkel-Halsey-Hill (FHH) adsorption isotherm. Calculations of the FHH adsorption isotherm in K09 account for particle curvature with atmospherically-relevant adsorption parameters. Values of 2.25 and 1.20 are used for the $A_{FHH}$ and $B_{FHH}$ empirical constants, respectively (where $A_{FHH}$ characterizes the interactions of adsorbed molecules with the aerosol surface and adjacent adsorbate molecules and $B_{FHH}$ characterizes the attraction between the aerosol surface and the adsorbate in subsequent layers (Kumar et al., 2009)). As insoluble adsorption leads to the activation of some particles which would not easily activate under Köhler theory, a regional increase in the CDNC is expected in clouds affected by high dust or BC concentrations. FHH adsorption activation occurs in addition to Köhler activation in our version of CESM/CAM5, and decreases in CDNC are expected to be rare. The B10 parameterization accounts for the slow condensation upon
inertially-limited (large) droplets in the calculation of the droplet surface area and maximum supersaturation in a cloud updraft. As the slow condensation (relative to cloud formation timescales) limits the activation of giant CCN, a regional decrease in the CDNC is expected in clouds affected by large sea-salt aerosol and aged-dust concentrations. The simulations with the FN05 scheme and updates use the same interface as that of AR-G00, with an accommodation coefficient value of 0.06 (Fountoukis and Nenes, 2005) and an insoluble fraction of each mode calculated from its hygroscopicity parameter (Petters and Kreidenweis, 2007).

2.2 Model Simulation Design and Setup

The CESM/CAM5 baseline simulations are performed using AR-G00 and FN05 for aerosol activation. In addition, three sensitivity simulations are designed to test individually and then collectively the impact of the aforementioned FN05-based updated parameterizations on global cloud properties and radiation. During the first three simulations, FN05 is updated individually by K09 and B10 (referred to as FN05/K09 and FN05/B10), respectively. The last simulation contains FN05 with both updates (referred to as FN05/K09/B10). Table 1 summarizes all the simulations completed in this work along with their purposes. The initial conditions for CAM5 are derived from a 10-yr (1990-2000) CAM5 standalone simulation with the MOZART chemistry provided by NCAR. A 1-year (January 1-December 31, 2000) CESM/CAM5 simulation using NCAR’s CESM B_1850-2000_CAM5_CN component set is performed as spinup to provide the initial conditions for meteorological variables and chemical species that are treated in both MOZART and CB05_GE. All CESM/CAM5 simulations are performed for the year 2001 with a 3-month (October 1-December 31, 2000) spin-up to provide initial conditions for chemical species that are treated in CB05_GE but not in MOZART at a horizontal grid resolution of 0.9° × 1.25° using the B_1850-2000_CAM5_CN component set, which includes all active components of CESM, 1850 to 2000 transient climate, CAM5 physics, and carbon/nitrogen cycling in the Community Land Model. We selected the coupled version of CESM to realistically simulate the impact of aerosol activation within an Earth Systems framework. While a one-year simulation cannot determine the climate impact of aerosol activation (particularly with an Earth Systems model whose components require significantly longer time periods to reach equilibrium), our objective is to estimate the potential change in magnitude of aerosol radiative forcing from different aerosol activation parameterizations.
The initial chemical conditions are based on those available in the default MOZART, with missing species populated by a one-year spin-up. Anthropogenic emissions and dimethyl sulfide (DMS) emissions are based on the inventory used for the global-through-urban weather and forecasting model with chemistry (GU-WRF/Chem) simulations in Zhang et al. (2012) and with scaled emissions of sulfur dioxide (SO$_2$), ammonia (NH$_3$), BC, and organic carbon (OC) in the continental U.S., Europe, and east Asia domains based on several recent emission inventories, known uncertainties in those emissions, and initial model evaluation using available observations of surface chemical concentrations (He and Zhang, 2013). Online natural emissions include biogenic volatile organic compounds based on the Model of Emissions of Gases and Aerosols from Nature (MEGAN) scheme version 2 (Guenther et al., 2006; Heald et al., 2008), dust based on the Dust Entrainment and Deposition scheme of Zender et al. (2003), and sea-salt aerosol based on Mårtensson et al. (2003) for particles < 2.8 µm in dry diameter and Monahan et al. (1986) for particles ≥ 2.8 µm in dry diameter.

2.3 Model Evaluation Datasets and Protocol

Model performance is evaluated for both radiative and meteorological predictions from available surface and satellite observations for the year 2001, including aerosol optical depth (AOD), CCN, CDNC, cloud fraction (CF), cloud optical thickness (COT), liquid water path (LWP), shortwave cloud forcing (SWCF), downward shortwave radiation (SWDOWN), downward longwave radiation (LWDOWN), and outgoing longwave radiation (OLR). Satellite datasets are derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) collection 5.1 and the Clouds and Earth's Radiant Energy System (CERES) sensors aboard the Terra satellite. Global surface radiation data is from the Baseline Surface Radiation Network (BSRN). In addition to the MODIS-derived CDNC (Bennartz, 2007), a dataset of CDNC compiled mostly from field campaigns (Karydis et al., 2011) is included. CDNC is calculated as an average value of layers between 960 to 850 mb for comparison with the satellite-derived values of Bennartz (2007) and is extracted for the 930 mb layer (near the top of the boundary layer) for comparison with the dataset from Karydis et al. (2011) and references therein. The protocols for performance evaluation follow those used in Zhang et al. (2012), focusing on the annual-averaged normalized mean bias (NMB) and correlation coefficient.

3. Results
3.1. Global Performance Statistics

Table 2 summarizes model performance statistics for aerosol, cloud, and radiative predictions of CESM/CAM5 with various aerosol activation schemes over the global domain. AOD is underpredicted by all simulations, with little change in the NMB (ranging from -34.0 to -30.8%) and correlations (~0.64) among the simulations. The underprediction of AOD is likely due to both underpredictions of terrestrial/anthropogenic aerosol concentrations (He and Zhang, 2013) and overestimates of oceanic AOD in the MODIS collection 5.1 (Levy et al., 2013). The small change in AOD among the simulations is likely due to changes in meteorological parameters such as surface winds and precipitation which can affect the emission, transport, and lifetime of aerosols (Zhang, 2008). Although CESM-CAM5 underpredicts (NMB < -66.6%) column CCN concentrations at 0.5% supersaturation compared to MODIS-derived values, the difficulty in using remote sensing measurements for the estimation of CCN abundances (Andreae, 2009) makes interpretation uncertain.

CNDC, unlike AOD, is strongly influenced by the selection of aerosol activation scheme. The AR-G00 simulation gives a NMB of -40.8 and -71.7% for the satellite-derived and in-situ observations, respectively. For comparison, the CDNC from the FN05 simulation and all sensitivity simulations with updated activation treatments is either less underpredicted or becomes overpredicted with a NMB of 10.2 to 37.4% and -40.6 to -21.5% for the satellite-derived and in-situ observations, respectively. The higher CDNC predicted by the FN05 simulation relative to AR-G00 is consistent with results from Ghan et al. (2011) and Zhang et al. (2012), who attribute the difference to the tendency of the FN05 scheme to diagnose higher activation fractions than the AR-G00 scheme for most environmental conditions. The higher activation fraction in FN05 relative to AR-G00 is primarily due to the different values of the effective uptake coefficient used in FN05 (0.06) and AR-G00 (1.0 or higher) (Zhang et al., 2012). Improvement in CDNC predictions (relative to observations) from the FN05 scheme in many regions is consistent with the Ghan et al. (2011) results, showing that the FN05 activated fraction is more similar than that of AR-G00 to a numerical solution for marine, clean continental, and background aerosol distributions for a range of updraft velocities. It should be noted, however, that regions with low CDNC tend to be overestimated by the FN05 scheme. Compared to the satellite-based CDNC dataset, FN05/K09 has the highest overprediction and FN05/B10 has the lowest overprediction among the all FN05-based simulations. These trends
are expected, as insoluble adsorption in FN05/K09 leads to additional activation in regions with high dust/BC concentrations while giant CCN activation kinetics leads to less activation in regions with high dust/sea spray concentrations. Among the two processes (insoluble adsorption and giant CCN activation kinetics) updated in the FN05 scheme, giant CCN activation kinetics in FN05/B10 seems to be the most globally-significant, leading to larger changes from the FN05 simulation and determining the sign of CDNC predictions in the FN05/K09/B10 simulation relative to FN05. Correlations between the satellite-derived/in-situ observed CDNC and CESM/CAM5 predictions improve from AR-G00 to the FN05 series of simulations (with correlations of 0.49 to 0.55-0.60 and 0.03 to 0.10-0.26 for the satellite-derived and in-situ observations, respectively). Based on correlations, the FN05/K09/B10 simulation combining all of the activation mechanism updates has the best agreement with the two CDNC datasets.

Changes in CDNC produced by different aerosol activation schemes have an impact on the predicted cloud properties such as cloud fraction, optical thickness, liquid water path, and shortwave cloud forcing. Although all model simulations predict cloud fraction very well (with NMBs from -0.5 to 0.9%), there is a consistent underprediction in the mid-latitudes and tropics (see Figure 1). The correlation between satellite-derived and predicted cloud fraction is essentially the same for all simulations at ~0.71. Significant underpredictions occur in COT (with NMB of -55.2 to -40.3%) and LWP (with NMB of -75.5 to -66.8%) for all simulations (see Figure 1). The COT and LWP underpredictions are consistent with those of Gettelman et al. (2010) and Liu et al. (2011) who found that the predictions are most sensitive to dust loading and attributed the CAM5 underpredictions to a severe underestimation of aerosol concentrations in CAM5 in the Arctic (and likely Antarctic) regions. Underpredictions in COT and LWP may also be caused by limitations and uncertainties associated with the microphysics modules for convective clouds. For both COT and LWP, the inclusion of the FN05 scheme and updates reduces the underpredictions moderately but does not improve the poor correlation (< -0.14).

The additional CDNC predicted by the FN05 scheme acts similarly to the impact from anthropogenic aerosols; increasing the aerosol activation fraction is equivalent to adding more aerosols in the calculation of cloud albedo and cloud lifetime effects. Similar to cloud fraction, comparison of satellite-derived and predicted SWCF reveals that the FN05 scheme and updates change the slight overprediction (with an NMB of 1.4%) for the AR-G00 simulation to moderate overpredictions (with NMBs from 11.2 to 13.1%), increasing (more negative) the global average
SWCF by -5.2 to -5.9 W m$^{-2}$. Despite worsening the bias, the inclusion of the FN05 updates doesn’t significantly change the correlations (0.88 to 0.90). Despite having large underpredictions in LWP and COT, the AR-G00 has relatively accurate predictions of SWDOWN, LWDOWN, and OLR because CAM5 has been highly tuned with AR-G00 to produce a small NMB for SW flux. The slight underpredictions of SWDOWN and LWDOWN (with NMBs of -2.3 and -1.1 %, respectively) in AR-G00 become larger in the FN05 series of simulations (with NMBs of -6.1 to -5.3 % and -3.0 to -2.4 %). The larger underprediction of SWDOWN in the FN05 series of simulations is likely associated in part with the overprediction in CF and in part with increases in CDNC, LWP, and COT. The overprediction of OLR for the AR-G00 simulation, however, is reduced by the FN05 series of simulations.

3.2 Regional Impacts of Aerosol Activation Treatments

3.2.1 Aerosol Optical Depth and Cloud Droplet Number Concentration

Like the global averages, the zonal average AOD differences between the simulations are relatively insensitive (differences < 0.01) to the choice of aerosol activate schemes. Much of the underprediction by all model simulations in the Southern Hemisphere from -60$^\circ$ to -40$^\circ$ is due to a bias in satellite products (i.e., MODIS Collection 5.1), which does not account for the wind speed-dependent whitecap and foam fraction on the ocean surface (Levy, 2013). Zonal-average CDNC, on the other hand, is very sensitive to the different activation schemes. The largest differences in CDNC predicted by the AR-G00 and FN05 series of simulations are in the mid-latitudes (from -50$^\circ$ to -20$^\circ$ and 20$^\circ$ to 50$^\circ$), where the AR-G00 underpredicts CDNC by 10 to 50 cm$^{-3}$ and the FN05 series of simulations overpredict CDNC by 25-50 cm$^{-3}$ compared to the MODIS-derived dataset. The CDNC underprediction from the AR-G00 simulation may be related in part to aerosol abundance, which is underpredicted by all of the simulations compared to MODIS-derived AOD (see Figure 1) in the mid-latitudes. Like model predictions of global-average CDNC, the higher zonal CDNC in the FN05 series of simulations (relative to AR-G00) can be attributed to the different values of the effective uptake coefficient used in FN05 and AR-G00 (Zhang et al., 2012). Among the FN05 series of simulations, the zonal-average CDNC is the highest for the FN05 and FN05/K09 simulations and the lowest (closer to the MODIS-derived values) for the FN05/B10 and FN05/K09/B10 simulations. The slightly higher global correlation between the satellite and model predicted CDNC for the FN05/K09 and
FN05/K09/B10 simulations can be attributed to the higher CDNC from insoluble adsorption in regions with large dust emissions (centered around -30° for deserts in southern Africa, Australia, and Patagonia and 30° for the Sahara, Arabian, and Sonoran Deserts). Figure 2 shows that CDNC predicted by the AR-G00 simulation is most similar to MODIS-derived CDNC over oceanic regions, while the FN05 series of simulations better predict CDNC over continental areas. This result is consistent with that of Figure 3a, where a comparison of field campaign-observed CDNC and predictions from the AR-G00 and FN05/K09/B10 simulations reveals substantial improvement in FN05/K09/B10 for continental regions which are significantly underpredicted in AR-G00. The large improvement (relative to AR-G00) in continental regions from the FN05/K09/B10 simulation results mainly from the higher activation fraction in the FN05 scheme and larger fraction of insoluble aerosols that can be activated in the K09 scheme (see Figure 3a for comparison). The overpredictions in clean marine CDNC from the FN05 simulation are reduced in the FN05/K09/B10 simulation (see Figure 3b) because of the inclusion of giant sea-salt aerosol activation kinetics which accounts for the slow condensation of water on these particles.

Separating the aerosol activation processes involved in the FN05/K09/B10 simulation shows that the processes have unequal impacts on CDNC resulting in different spatial distributions of column CDNC changes. With the inclusion of the FN05 activation scheme, most areas (with the exception of desert regions in northern Africa, Arabian Peninsula, and Antarctica) experience an increase in column CDNC (Figure 4). The largest increases in column CDNC occur in regions near or downwind of population centers in China, U.S., and Europe. As a percentage, however, the largest changes occur over the Tibetan Plateau, western U.S., Greenland, and remote Pacific Ocean where CDNC is low. Globally, the average increase in CDNC from the AR-G00 simulation to the FN05 simulation is 158%. This increase is substantially larger than the 20–50% increase reported by Ghan et al. (2011) for CAM5 but closer in magnitude (although larger) to the 100% increase reported by Zhang et al. (2012) for GU-WRF/Chem. Such differences can be attributed to differences in mass accommodation coefficients of water vapor used (1.0 in AR-G00 vs. 0.06 in FN05), methods in solving max supersaturation ($S_{\text{max}}$) (AR-G00 uses a semi-empirical relationship to approximate $S_{\text{max}}$, whereas FN05 uses numerical iterations to solve $S_{\text{max}}$), the temperature-dependence in the calculation of Kelvin effects (temperature dependence is neglected in AR-G00 but accounted for in FN05).
While similar to FN05 in the magnitude of CDNC change from AR-G00, the FN05/K09 simulation has higher percentage changes in CDNC over many desert regions such as the Saharan and Arabian Deserts (see Figure 5) leading to a global average increase of 174%. This additional increase is the result of insoluble CCN activating into cloud droplets that would not activate according to Köhler theory on which the AR-G05 and FN05 are based. Accounting for the giant CCN activation kinetics in FN05/B10 leads to smaller changes in CDNC relative to FN05, especially over the remote marine and desert regions (Figure 5) where sea-salt aerosol and dust are important CCN sources. Because of the large fraction of the Earth covered by oceans, the FN05/B10 scheme has a globally-significant impact on average column CDNC (the average increase from AR-G00 decreases from 158% in FN05 to 128% in FN05/B10). Both the FN05/K09 and FN05/B10 simulations also experience isolated regions in which the CDNC change is opposite to the expected (from box model simulations) trend, likely located within transitional regimes as described by Reutter et al. (2009) where cloud droplet formation is sensitive to both aerosol activation and updraft velocity. Combined, the effects of insoluble adsorption and giant CCN activation kinetics lead to a predicted change in column CDNC from the FN05 scheme that is higher than FN05 over desert regions, slightly lower over much of the ocean, and relatively unchanged areas like the continental U.S., China, and Europe where either the concentration of insoluble aerosols and giant CCN are low or their impacts compensate for each other (see Figure 5). Compared with the AR-G00 simulation, the FN05/K09/B10 simulation combining all of the activation updates has a global average percent change in column CDNC of 142%.

### 3.2.2 Cloud Properties

Unlike CDNC which is sensitive to both the implementation of the FN05 scheme and the subsequent updates, changes in zonal-average cloud fraction, COT, and LWP are relatively small and noticeable only by the transition from the AR-G00 to the FN05 series of simulations (see Figure 1). Incremental changes are predicted for the cloud fraction predictions from different aerosol activation schemes, with the largest changes occurring in the Arctic where clouds are sensitive to ice nucleation (Xie et al., 2013; Engström et al., 2014). Figure 1 shows that the large underpredictions in COT and LWP by AR-G00 for mid-latitude regions (30-60°N/S) are significantly reduced by the implementation of the FN05 series of simulations. In tropical regions, all simulations have the lowest bias in COT and LWP compared to satellite observations.
and there exists little difference between the model simulations. The insensitivity of tropical cloud properties to the various aerosol activation parameterizations is likely due to the abundance of convective clouds not treated by the aerosol activation schemes and high frequency of strong updrafts in the region which have been shown to have a lower variance in the activated fraction from different parameterizations than do weak updrafts (Ghan et al., 2011). Predictions of CF, COT, and LWP in the AR-G00 and FN05 series of simulations are most different in polar regions because of the sensitivity of Arctic and Antarctic CDNC (and corresponding cloud properties) to slight changes in aerosol and ice nuclei number concentration and lack of sensitivity to aerosol activation treatment (Liu et al., 2011; Moore et al., 2013). Mixed-phase clouds, which are found in polar regions, are particularly difficult to simulate because they are affected by both aerosol activation and ice nucleation (Lance et al., 2011; Xie et al., 2013). Ignoring polar regions which have mixed-phase clouds, the moderate underpredictions of CF, COT, and LWP in the AR-G00 are consistently reduced in the FN05 series of simulations.

Changes in cloud fraction, COT, and LWP affect the potential climatic impact of aerosols, as shown by the changes in SWCF (see Figures 1 and 4). The difference in SWCF between the AR-G00 and FN05 simulations is the highest in the mid-latitudes where the large CDNC differences occur. In mid-latitude regions from -60° to -30°, the transition from the AR-G00 to the FN05 activation schemes changes the sign of the model bias from negative to positive (see Figure 1). Globally, the largest changes in SWCF between the AR-G00 and FN05 simulations occur over the oceans, where widespread areas experience a 25% increase (larger by 10 W m⁻² in magnitude) in SWCF (see Figure 4). This sensitivity of radiative forcing in oceanic regions to aerosol activation is due to two main reasons: 1) the low penetration of shortwave radiation through stratocumulus decks covering large areas of the ocean and 2) the sensitivity of marine cloud albedo to changes in CDNC (Twomey, 1991; Platnick and Twomey, 1994; Moore et al., 2013). The updates to the FN05 scheme do not substantially affect the spatial distribution of SWCF changes relative to the change from AR-G00 to FN05. Because the various Earth System components of CESM interact in our simulations, these predicted changes in cloud properties cannot be entirely attributable to aerosol activation. A significantly longer simulation time period and/or prescribed ocean surface conditions are needed to reduce the impact of ocean-atmosphere-cloud feedbacks existing in our simulations.

4. Conclusions
In this study, several process-based aerosol activation schemes are implemented into the Community Atmosphere Model version 5.1.1 within the Community Earth System Model version 1.0.5 (CESM/CAM5) to determine the global impacts of individual activation processes on cloud properties. Compared to simulations using the default Abdul-Razzak and Ghan (2000) aerosol activation parameterization, simulations with the Fountoukis and Nenes (2005) scheme and updates for insoluble aerosol adsorption (Kumar et al., 2009) and giant cloud condensation nuclei (CCN) activation kinetics (Barahona et al., 2010) have improved predictions of cloud droplet number concentration (CDNC), cloud optical thickness, and liquid water path in many regions. The inclusion of these updates leads to a widespread large increase in CDNC with localized enhancement of CDNC over desert regions and depression of CDNC over oceanic regions. The increase in CDNC predicted by the simulations with updated aerosol activation results in a decrease (more negative) in the global-average shortwave cloud forcing and surface shortwave radiation. In regions where these physically-based updates lead to more accurate prediction of CDNC, cloud optical thickness, and liquid water path, we have increased confidence in the predicted magnitude of the radiative forcing from aerosol-cloud interactions.

While this study estimates the impact of aerosol activation on cloud properties within an Earth Systems model, determining the climate impact requires a longer simulation period and more comprehensive treatments of aerosol-cloud interactions. Future studies on the interaction between aerosol activation and cloud microphysics could be improved through the direct coupling of convection and aerosol activation (Song et al., 2012), inclusion of entrainment on aerosol activation (Barahona and Nenes, 2007), modification of the Nenes and Seinfeld (2003) population splitting concept (Morales Betancourt and Nenes, 2014), and by simulating longer time periods to allow for the various components of the Earth Systems model to approach equilibrium.
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Table 1. The CESM/CAM5-MAM7 simulations performed in this study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Köhler activation</th>
<th>Population spitting</th>
<th>Insoluble adsorption</th>
<th>Giant CCN equilibrium</th>
<th>Major Differences and Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR-G00</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>Baseline simulation</td>
</tr>
<tr>
<td>FN05</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>Uses the Fountoukis and Nenes [2005] activation scheme</td>
</tr>
<tr>
<td>FN05/K09</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Uses the Fountoukis and Nenes [2005] activation scheme updated by Kumar et al. [2009], accounting for the impact of insoluble adsorption</td>
</tr>
<tr>
<td>FN05/B10</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>Uses the Fountoukis and Nenes [2005] activation scheme updated by Barahona et al. [2010], accounting for the impact of giant CCN activation kinetics</td>
</tr>
<tr>
<td>FN05/K09/B10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Uses the Fountoukis and Nenes [2005] activation scheme updated by Kumar et al. [2009], and Barahona et al. [2010], accounting for all above aerosol activation processes</td>
</tr>
</tbody>
</table>
Table 2. Annual mean normalized mean biases (NMBs, in %) of the CESM-CAM5-predicted meteorological/radiative variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dataset</th>
<th>AR-G00</th>
<th>FN05</th>
<th>FN05/K09</th>
<th>FN05/B10</th>
<th>FN05/K09/B10</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOD</td>
<td>MODIS</td>
<td>-34.0</td>
<td>-32.3</td>
<td>-31.7</td>
<td>-30.8</td>
<td>-31.6</td>
</tr>
<tr>
<td>CCN</td>
<td>MODIS</td>
<td>-66.6</td>
<td>-80.6</td>
<td>-80.9</td>
<td>-81.2</td>
<td>-81.2</td>
</tr>
<tr>
<td>CDNC</td>
<td>Bennartz (2007)</td>
<td>-40.8</td>
<td>28.0</td>
<td>37.4</td>
<td>10.2</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>Karydis et al. (2011)</td>
<td>-71.7</td>
<td>-23.5</td>
<td>-21.5</td>
<td>-40.6</td>
<td>-24.4</td>
</tr>
<tr>
<td>CF</td>
<td>MODIS</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>COT</td>
<td>MODIS</td>
<td>-55.2</td>
<td>-41.1</td>
<td>-40.3</td>
<td>-43.0</td>
<td>-41.9</td>
</tr>
<tr>
<td>LWP</td>
<td>MODIS</td>
<td>-75.5</td>
<td>-66.9</td>
<td>-66.8</td>
<td>-67.8</td>
<td>-67.2</td>
</tr>
<tr>
<td>SWCF</td>
<td>CERES</td>
<td>1.4</td>
<td>13.0</td>
<td>13.1</td>
<td>11.3</td>
<td>11.2</td>
</tr>
<tr>
<td>SWDOWN</td>
<td>BSRN</td>
<td>-2.3</td>
<td>-5.3</td>
<td>-6.1</td>
<td>-5.4</td>
<td>-5.3</td>
</tr>
<tr>
<td>LWDOWN</td>
<td>BSRN</td>
<td>-1.1</td>
<td>-3.0</td>
<td>-2.5</td>
<td>-2.4</td>
<td>-2.5</td>
</tr>
<tr>
<td>OLR</td>
<td>NOAA-CDC</td>
<td>3.2</td>
<td>2.2</td>
<td>2.2</td>
<td>2.3</td>
<td>2.5</td>
</tr>
</tbody>
</table>
Table 3. Annual mean correlation coefficients of the CESM-CAM5-predicted meteorological/radiative variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dataset</th>
<th>AR-G00</th>
<th>FN05</th>
<th>FN05/K09</th>
<th>FN05/B10</th>
<th>FN05/K09/B10</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOD</td>
<td>MODIS</td>
<td>0.64</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>CCN</td>
<td>MODIS</td>
<td>0.36</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>CDNC</td>
<td>Bennartz (2007)</td>
<td>0.49</td>
<td>0.55</td>
<td>0.58</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Karydis et al. (2011)</td>
<td>0.03</td>
<td>0.16</td>
<td>0.24</td>
<td>0.10</td>
<td>0.26</td>
</tr>
<tr>
<td>CF</td>
<td>MODIS</td>
<td>0.71</td>
<td>0.72</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>COT</td>
<td>MODIS</td>
<td>-0.19</td>
<td>-0.16</td>
<td>-0.15</td>
<td>-0.14</td>
<td>-0.14</td>
</tr>
<tr>
<td>LWP</td>
<td>MODIS</td>
<td>-0.38</td>
<td>-0.37</td>
<td>-0.37</td>
<td>-0.36</td>
<td>-0.36</td>
</tr>
<tr>
<td>SWCF</td>
<td>CERES</td>
<td>0.88</td>
<td>0.90</td>
<td>0.89</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>SWDOWN</td>
<td>BSRN</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>LWDOWN</td>
<td>BSRN</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>OLR</td>
<td>NOAA-CDC</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
</tbody>
</table>
Figure 1. Annual-average zonal-mean a) aerosol optical depth, b) in-cloud droplet number concentration, c) cloud fraction, d) cloud optical thickness, e) liquid water path, and f) shortwave cloud forcing derived from satellites and predicted by CESM/CAM5.
Figure 2. Annual average low-level CDNC from MODIS (Bennartz, 2007) and CESM/CAM5 simulations.
Figure 3. Comparison of CESM/CAM5-predicted (at ~930 mb) and observed low-level CDNC from clean marine (blue), polluted marine (green), and continental (red) as classified and summarized by Karydis et al. (2011). The filled circles are for the (a) AR-G00 and (b) FN05 simulations and hollow circles for the FN05/K09/B10 simulation. Data points where predicted CDNC < 10 cm\(^{-3}\) were not included. The 1:1 and 1:2/2:1 lines are the solid and dotted black lines, respectively.
Figure 4. Annual-average absolute and percentage changes from the FN05 and AR-G00 CESM/CAM5 simulations for column CDNC and shortwave cloud forcing. Note that the increase (warm colors) in the shortwave cloud forcing absolute change represents more negative values. The global mean percentage change values are calculated from the averaged absolute change rather than the average of the gridded percentage changes.
Figure 5. Annual-average absolute (left, in units of cm$^{-2}$) and percentage (right) change in column CDNC from FN05 to each of the FN05 updates in CESM/CAM5. The global mean percentage change values are calculated from the averaged absolute change rather than the average of the gridded percentage changes.