Analysis of feedbacks between nucleation rate, survival probability and cloud condensation nuclei formation
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Abstract

Aerosol nucleation is an important source of particle number in the atmosphere. However, in order to become cloud condensation nuclei (CCN), freshly nucleated particles must undergo significant condensational growth while avoiding coagulational scavenging. In an effort to quantify the contribution of nucleation to CCN, this work uses the GEOS-Chem-TOMAS global aerosol model to calculate changes in CCN concentrations against a broad range of nucleation rates and mechanisms. We then quantify the factors that control CCN formation from nucleation, including daily nucleation rates, growth rates, coagulation sinks, condensation sinks, survival probabilities, and CCN formation rates, in order to examine feedbacks that may limit growth of nucleated particles to CCN. Nucleation rate parameterizations tested in GEOS-Chem-TOMAS include ternary nucleation (with multiple tuning factors), activation nucleation (with two pre-factors), binary nucleation, and ion-mediated nucleation. We find that nucleation makes a significant contribution to boundary layer CCN(0.2%), but this contribution is only modestly sensitive to choice of nucleation scheme, ranging from 49-78% increase in concentrations over a control simulation with no nucleation. Moreover, a two order-of-magnitude increase in the globally averaged nucleation rate (via changes to tuning factors) results in small changes (less than 10%) to global CCN(0.2%) concentrations. To explain this, we present a simple theory showing that survival probability has an exponentially-decreasing dependence on the square of the condensation sink. This functional form stems from a negative correlation between condensation sink and growth rate and a positive correlation between condensation sink and coagulational
scavenging. Conceptually, with a fixed condensable vapor budget (sulfuric acid and organics), any increase in CCN concentrations due to higher nucleation rates necessarily entails an increased aerosol surface area in the accumulation mode resulting in a higher condensation sink, which lowers vapor concentrations and growth rates. As a result, slowly growing nuclei are exposed to a higher frequency of coagulational scavenging for a longer period of time, thus reducing their survival probabilities, and closing a negative feedback loop that dampens the impact of nucleation on CCN. We confirm quantitatively that the decreases in survival probability predicted by GEOS-Chem-TOMAS due to higher nucleation rates are in accordance with this simple theory of survival probability.

1 Introduction

Aerosols affect climate directly by scattering incoming solar radiation and indirectly by modifying cloud properties. The largest uncertainty in climate forcing is the aerosol indirect effect, which consists of the cloud brightness (albedo) effect and the cloud lifetime effect and is thought to have an overall cooling influence on global temperature (Twomey, 1977; Albrecht, 1989). If water vapor amount and cloud dynamics are held constant, brighter clouds with longer lifetimes are formed with enhanced aerosol number concentrations. The subset of particles that serve as sites for cloud droplet formation are known as cloud condensation nuclei (CCN). The ability of a particle to function as a CCN mainly depends on three factors: the maximum supersaturation of relative humidity reached in the cloud, the particle diameter, and the particle composition. In order for particles to affect clouds, they are either introduced into the atmosphere by direct emission or by formation of new particles (aerosol nucleation). Nucleated particles and ultrafine particles from primary emissions must undergo significant growth to achieve the sizes required to function as CCN (Kerminen, 2005; Pierce and Adams, 2007; Kuang et al., 2009). The representation of nucleation in models is uncertain with orders-of-magnitude differences in nucleation rates between commonly used schemes, leading to uncertainty in estimates of the nucleation contribution to CCN (Makkonen et al., 2009; Merikanto et al., 2009; Pierce and Adams, 2009b; Wang and Penner, 2009; Yu and Luo, 2009; Spracklen et al., 2010; Reddington et al., 2011). The role of sulfuric acid vapor as an essential nucleating species has been reported by many studies (Doyle, 1961; Kulmala and Laaksonen, 1990; Weber et al., 1995, 1997; Noppel et al., 2002; Berndt et al., 2005; Sihto et al., 2006; Kuang et al., 2008; Sipilä et al., 2010; Vuollekoski et al., 2010; Pierce et al., 2012; Kulmala et al., 2013). Other vapors that may assist in the initial stages of nucleation include
low volatility organic vapors (Zhang et al., 2004; Metzger et al., 2010; Paasonen et al., 2010),
amines (Kurtén et al., 2008; Bzdek et al., 2010; Kirkby et al., 2011; Chen et al., 2012;
Almeida et al., 2013), and ammonia (Ball et al., 1999; Erup et al., 2010; Kirkby et al., 2011).
Chen et al. (2012) recently proposed an acid-base nucleation mechanism involving sulfuric
acid and amines and achieved nucleation rate closure to within a factor of 10, which is
significantly better than classical theories which differ by as much as a factor of $10^{10}$.
Additionally, a laboratory study by Almeida et al. (2013) recently showed that amines may
help explain observed nucleation rates in the lower atmosphere.

Many parameterizations have been developed for calculating nucleation rates in global
models; we highlight a few that are commonly used below. The binary nucleation
parameterization of Vehkamäki et al. (2002) is often used to represent particle nucleation in
the free troposphere. In this scheme, supersaturated solutions of water vapor and sulfuric
acid form thermodynamically stable clusters. The Napari et al. (2002) parameterization adds
ammonia (NH$_3$) as a third nucleating species. Because the original formulation of Napari et al.
(2002) showed high biases in predictions of nucleation rates and aerosol number
concentrations (Jung et al., 2006; Merikanto et al., 2007), a scaled version with a globally
constant nucleation rate tuning prefactor of $10^5$ can be used as in Westervelt et al. (2013).
This modified ternary parameterization has been incorporated into a both a regional and
global aerosol model and shows reasonable agreement with observations (Jung et al., 2010;
Westervelt et al., 2013). The activation nucleation mechanism (Kulmala et al., 2006) is an
empirical formulation which is often applied in the planetary boundary layer (PBL) in
conjunction with the binary scheme of Vehkamäki et al. (2002) in the free troposphere.
Although the nucleation rate is simply proportional to sulfuric acid concentration, activation
nucleation has been shown to agree well with ambient nucleation observations at five
locations (Westervelt et al., 2013). Ion-mediated nucleation, (Yu, 2010) in which atmospheric
ionization enhances the nucleating ability of precursor vapors is also considered in the present
work. Ion-mediated nucleation rates and number concentrations have compared favorably to
observations in a global model (Yu and Turco, 2011), although other studies have found that
ions do not likely play a large role in boundary layer nucleation (Laakso et al., 2007;
Manninen et al., 2009; Gagné et al., 2010; Kirkby et al., 2011; Almeida et al., 2013).

Understanding the growth and loss processes of fresh nuclei is a critical step in determining
the contribution of nucleation events to aerosol number and CCN concentrations. Whether or
not a nucleated particle can act as a CCN depends on its survival probability (SP): the
likelihood that the particle will grow to large enough sizes (typically at least 50 – 100 nm)
without being coagulationally scavenged (Kerminen, 2005; Pierce and Adams, 2007; Kuang
et al., 2009). The concept of survival probability is defined rigorously in Westervelt et al.
(2013) and in Sect. 2.3 of this paper. Although both primary and nucleated particles undergo
the same microphysical processes (condensation, coagulation), their survival probabilities
may be vastly different due to their very different initial particles sizes. Initial sizes of
nucleating clusters are typically ~1 nm in size, which is much smaller than any primary
emission size ranges (Mäkelä et al., 1997; Vehkamäki et al. 2002; Kulmala et al., 2000,
2004a, 2013). Because of this size disadvantage, particles formed via nucleation have further
to grow through a larger range of sizes and are exposed to coagulation scavenging for longer
periods of time than primary emissions. Additionally, these smaller particles are highly
diffusive and more likely to collide with pre-existing particles. Coagulational frequency is
therefore higher between fresh nuclei and larger pre-existing particles, adding to the
disadvantage that nucleated particles have to grow to CCN sizes. Kuang et al. (2009) inferred
survival probabilities from size distribution measurements and found that at least 80% of the
nucleated particles measured at Atlanta, GA and Boulder, CO were lost by coagulation before
the nucleation mode reached CCN sizes in the cases that they studied (20% survival
probability), even during days with high growth rates.

Most attempts to quantify the contribution of nucleation events to global CCN concentrations
have come in the form of sensitivity studies in which nucleation is zeroed-out as a control
simulation and then is compared to simulations with nucleation active. Modeling studies have
reported CCN sensitivities to nucleation ranging from roughly 5-60% (Makkonen et al., 2009,
2012; Merikanto et al., 2009; Pierce and Adams, 2009b; Reddington et al., 2011; Spracklen et
al., 2008, 2010; Wang and Penner, 2009; Yu and Luo, 2009). Each of these studies used
different models and often significantly different inputs, assumptions, and metrics for
assessing CCN sensitivity, making model intercomparison difficult. The details of these
studies are compared in depth in Westervelt et al. (2013) and also in Table 1. Recently, Lee et
al. (2013) compiled 28 model parameters covering several important aerosol processes and
ran Monte Carlo simulations to determine the magnitude of uncertainty in CCN
concentrations caused by each parameter. They find that while 45% of CCN are attributed to
nucleation, the CCN are generally insensitive to the details of the nucleation rates across a
wide, but sensible, range of boundary layer and free-tropospheric nucleation assumptions. On
the other hand, the most important factors contributing to uncertainties in CCN include the emissions size distribution of primary particles, the amount of carbonaceous emissions, sub-grid sulfate formation, and aerosol deposition.

The relative insensitivity of CCN concentrations to very large increases in the nucleation rate can be explained in four steps: 1) For fixed condensable vapor production rates, an increase in aerosol number due to nucleation and subsequent growth causes an increase in surface area in the accumulation mode and a higher condensation sink. 2) The higher condensation sink depletes vapors needed for particle growth; thus, the concentrations of condensable vapors are reduced and growth rates are slowed. 3) The higher condensation sink also correlates with higher coagulation scavenging frequencies; thus, a larger fraction of the growing particles are scavenged (even if growth rates were held constant, which they are not) 4) This combination of the slower growth rates and the faster coagulation scavenging lower particle survival probabilities and CCN formation rates. Although CCN concentrations will typically not decrease as a result of increased nucleation, the increase in CCN will be dampened such that their fractional increase in CCN will be much smaller than the fractional increase in the nucleation rate.

The increase in surface area due to nucleation (step 1 above) requires elaboration since conventional wisdom holds that the surface area of the nucleation mode is too small to contribute significantly to surface area. There are two main reasons the surface area (and thus condensation sink) will increase from enhanced nucleation rates. First, the atmosphere has a limited budget of condensable vapors, sulfuric acid and secondary organics, that dominate the mass concentration of CCN mode particles. Given the fixed amount of aerosol mass produced, any increase in CCN number concentrations (e.g. due to nucleation) implies a shift in the CCN mode to smaller sizes and, therefore, an increase in aerosol surface area and condensation sink. This effect is analogous to the aerosol indirect effect in which a fixed water vapor budget implies an increase in cloud surface area if number concentrations increase. Second, the direct contribution of nucleated particles to surface area and condensation sink is non-negligible. For events with high nucleation and growth rates, enough nucleation mode particles will form to compensate for their small surface area contribution (we will show an example of this). This can result in a small but non-negligible enhancement in the surface area over the course of a nucleation burst.
In this work, we quantify the global sensitivity of CCN to uncertainties in nucleation rates across a wide range of nucleation rates in a global aerosol microphysics model (GEOS-Chem-TOMAS) in an attempt to help unify the previous studies of this sensitivity. We also compare CCN sensitivities for simulations with biogenic SOA only (19 Tg yr\(^{-1}\), default treatment in GEOS-Chem-TOMAS) and simulations with an extra 100 Tg yr\(^{-1}\) of anthropogenic SOA (Spracklen et al., 2011; D'Andrea et al., 2013). Here, CCN sensitivity refers to the percent increase in CCN concentrations between two simulations with differing nucleation rates and mechanisms (generally the comparison is between a simulation with no nucleation to a simulation with a certain nucleation scheme turned on). We also investigate the microphysics of CCN formation in detail with one year of modeled size distribution output to determine quantitatively the feedback factors that are controlling our sensitivity results. We specifically test the hypothesis that higher nucleation rates will lead to a lower survival probability and will dampen CCN concentrations using global modeling results and the nucleated particle analysis code presented in Westervelt et al. (2013). We propose a simplified theory for the hypothesized CCN dampening in which particle survival probability is inversely related to condensation sink and show that model results are generally consistent with this simple theory.

2 Models and analysis

2.1 GEOS-Chem

The Goddard Earth Observing System global chemical transport model (GEOS-Chem) version 8.2.2 is used for this study (Bey et al., 2001; http://geos-chem.org). The version of GEOS meteorological fields used was GEOS-3 for all simulations. In all simulations, 4° latitude by 5° longitude resolution is used with 30 vertical sigma-coordinate layers extending from the surface to 0.01 hPa. We describe a few key model setup features here but refer the reader to Trivitayanurak et al. (2008) and Westervelt et al. (2013) for full details. Anthropogenic emissions are treated with the Emissions Database for Global Atmospheric Research (EDGAR) inventory and regional inventories (Olivier et al., 1996). These regional inventories include Big Bend Regional Aerosol and Visibility Observational Study (BRAVO) emissions inventory for Mexico and southwestern US, Criteria Air Contaminants (CAC) for anthropogenic emissions over Canada (http://www.ec.gc.ca/inrp-npri/), the Cooperative Programme for Monitoring and Evaluation of the Long-range Transmission of Air Pollutants in Europe (EMEP), EPA National Emissions Inventory (NEI) for the United States
(http://www.epa.gov/oar/data/neidb.html), and the Streets inventory for Asian emissions (Streets et al., 2003; Auvray and Bey, 2005). Biogenic emissions in the model follow the MEGAN database, and biomass burning emissions use the Global Fire Emissions Database version 2 (GFEDv2) (Guenther et al., 2006). NO\textsubscript{x} emissions from aircraft, lightning, and soil are considered in the global model. Shipping SO\textsubscript{x} emissions are considered within EDGAR and EMEP.

### 2.2 Two-Moment Aerosol Sectional (TOMAS) algorithm

As in Westervelt et al. (2013), aerosol microphysical processes such as condensation, coagulation, and nucleation are calculated using the Two Moment Aerosol Sectional algorithm (TOMAS) (Adams and Seinfeld, 2002). TOMAS was introduced as a regular component of the host model GEOS-Chem in version 8.2.2 and 8.3.1 and is available for download (www.geos-chem.org). Advantages of the TOMAS algorithm and GEOS-Chem implementation include the fact that all aerosol species have explicit, interactive microphysics and TOMAS conserves number and mass concentrations allowing calculation of aerosol number budgets. Generally, we employ the work of Trivitayanurak et al. (2008) and Westervelt et al. (2013) with the organic aerosol additions of Pierce et al. (2007), the dust additions of Lee et al. (2009), and the nucleation implementations of Pierce and Adams (2009a). There are a number of nucleation theories added to the model, which are described in Sect. 2.2.1. TOMAS computes the effects of nucleation, coagulation, condensation/evaporation, cloud processing, size-resolved dry and wet deposition, and emissions on the number and mass size distribution of aerosols (Tzivion et al., 1987; Adams and Seinfeld, 2002). Aerosol chemical composition is represented by 9 species including sulfate, sea salt, hydrophilic and hydrophobic organic carbon, externally and internally mixed elemental carbon, mineral dust, ammonium, and aerosol water. Each of the 9 species is tracked across 40 logarithmically spaced size sections covering a diameter range of 1.1 nm to 10 \(\mu\)m, resulting in 360 TOMAS-specific model tracers. Primary sulfate aerosol emissions are 1% of anthropogenic SO\textsubscript{2} emissions emissions and use the size distributions described in Adams and Seinfeld (2003). Sea salt emissions are treated in the same manner as in Trivitayanurak et al. (2008) and are described in detail in Pierce and Adams (2006). Organic aerosols are unchanged from Westervelt et al. (2013), except for some changes to SOA condensation which are discussed in Sect. 2.2.3. Advection, chemistry, and deposition have remained largely unchanged from the work of Trivitayanurak et al. (2008), although periodic
minor updates in both advection and chemistry (e.g. newer reaction rate constants and photolysis constants) have been implemented into successive versions of GEOS-Chem.

2.2.1 Nucleation simulations

We have implemented a number of nucleation mechanisms into the model. As in Westervelt et al. (2013), binary homogenous nucleation (Vehkamäki et al., 2002), ternary homogenous nucleation (Napari et al., 2002), and activation nucleation (Kulmala et al., 2006; Sihto et al., 2006) are included. The various simulations that we perform with the different nucleation theories are described in Table 2. Binary nucleation (BHN) alone is one simulation. For ternary nucleation, we employ 3 different simulations: one with a globally applied $10^{-5}$ tuning factor on the nucleation rate (TER5), another with a $10^{-3}$ tuning factor (TER3), and a third with no tuning factor (the original formulation, TER). Ternary nucleation defaults to binary nucleation when NH$_3$ mixing ratios are below 0.1 pptv since the ternary nucleation scheme predicts no nucleation below this NH$_3$ mixing ratio. Activation is also broken up into multiple simulations: one with the A prefactor equal to $2\times10^{-6}$ s$^{-1}$, and another with $A=1\times10^{-6}$ s$^{-1}$. The factor-of-two change in the A value is smaller than order-of-magnitude changes evaluated in previous studies (Spracklen et al., 2008, 2010). We use this smaller perturbation in nucleation rates to determine how much CCN will increase due to a relatively smaller enhancement in nucleation rates compared to our ternary simulations (TER, TER3, TER5). The activation nucleation schemes only act in the boundary layer, and binary nucleation is used in the free troposphere in these simulations. We employ the ion-mediated nucleation (IMN) of (Yu, 2010) as another simulation. Finally, we perform a control simulation (NONUC) where all nucleation is turned off in the global model, which gives 8 simulations total. Simulations were run for a total of 13 months, with 1 month of spinup, which is not used in the analysis.

As in Westervelt et al. (2013), gas-phase sulfuric acid concentrations are calculated using a pseudo-steady state approach for each time step (Pierce and Adams, 2009a). Additionally, the lower boundary on the size distribution of 1.1 nm allows for explicit simulation of the dynamics of fresh nuclei (Lee et al., 2013).
2.2.2 CCN calculations

Cloud condensation nuclei formation in the GEOS-Chem-TOMAS model is similar to the methods described in past model versions (Pierce et al., 2007; Trivitayanurak et al., 2008; Lee et al., 2009). We calculate CCN concentrations at two fixed supersaturations of 1.0% and 0.2%, representative of convective and stratiform clouds. A comprehensive form of Köhler theory (Raymond and Pandis, 2003) is employed via look-up tables that take particle composition as input and yield critical activation diameters at various supersaturations as output for every combination of particle compositions. We do not consider the effects of surfactants on the Kelvin effect and CCN formation (Facchini et al., 1999).

CCN(0.2%) and CCN(1.0%) are both calculated for every nucleation simulation in this work. Concentrations are calculated both spatially (latitude and longitude) and zonally-averaged (latitude and atmospheric pressure/altitude). We then take percent differences between the CCN concentrations for each simulation and the concentrations for the NONUC, control simulation.

2.2.3 Secondary organic aerosol

We use the simple secondary organic aerosol (SOA) fixed yield approach in which SOA is considered to be essentially non-volatile and does not thermodynamically partition between the vapor and condensed phase, which has been shown to be a better approximation for representing the growth of ultrafine particles (Pierce et al., 2011; Riipinen et al., 2011; D’Andrea et al., 2013). SOA is essentially a “pseudo-primary” source in TOMAS, calculated as 10% of modeled monoterpene emissions. The globally averaged flux using this approach is approximately 19 Tg yr⁻¹, which is on the low end of estimated SOA fluxes (Goldstein and Galbally, 2007; Heald et al., 2011; Spracklen et al., 2011) Similar to sulfuric acid condensation, SOA condenses to all particles based on their Fuchs surface area (Pandis et al., 1991). Despite strong evidence for the partitioning of semi-volatile organic aerosols between the gas and particle phase (Donahue et al., 2006), the SOA treatment used here is simple and performed well in earlier nucleation studies that compared to observed aerosol number concentrations and growth rates (Riipinen et al., 2011, Pierce et al., 2011, Westervelt et al., 2013) and is not inconsistent with equilibrium partitioning if low volatility organics are formed quickly (Donahue et al., 2011).
Recent studies have pointed to a large missing source of SOA in global models, perhaps anthropogenic or anthropogenically-controlled in nature (Heald et al., 2011; Spracklen et al., 2011). As a result, we include a series of 8 more simulations in which 100 Tg yr\(^{-1}\) of an additional SOA precursor is emitted at locations coincident with anthropogenic SO\(_2\) emissions (Spracklen et al., 2011; D'Andrea et al., 2013). The generic precursor has a timescale of 12 hours until it forms SOA with unit yield in the condensed phase. Although this is a simple approach, it is sufficient enough for our purposes in testing the sensitivity CCN concentrations from nucleation.

### 2.3 Nuclei fate analysis

We output one year of size distribution data from the model every 30 minutes from the model grid cell corresponding to Hyytiälä, Finland and calculate nucleation-relevant parameters in the same manner done in Westervelt et al (2013), which evaluated the global model using many of the same parameters. In Westervelt et al. (2013), the model showed good agreement with observations, as average growth and nucleation rates, survival probabilities, and CCN formation rates were biased by less than 50%.

We refer the reader to Westervelt et al. (2013) for details, but briefly, the nucleation and growth rates are based on a single-day analysis first outlined in Dal Maso et al. (2005). The nucleation rate, \(J_3\), is a number balance between the rate of formation of nucleation mode particles and losses of those particles due to coagulation and growth out of the size range. For purposes of the nucleation rate calculation, we define the nucleation mode as the 3-25 nm size range. Diameter growth rates are also calculated for the 3-25 nm range as well as a 25-100 nm range that is used for the survival probability calculation. Growth rate (GR) is the rate of change in size (diameter) over time during a nucleation and growth event (see Fig. 2 of Westervelt et al., 2013).

Two important quantities for particle and vapor loss, which partially determine CCN sensitivity to nucleation, are the coagulation sink and condensation sink. The coagulation sink, \(CoagS\) (units of s\(^{-1}\)), of particles of size \(i\) to a larger size \(j\) is dependent on a coagulation coefficient \((K_{ij})\) and the number concentration in the larger size range, \(N_j\) (Eq 1). In our calculations, we calculate coagulation coefficients for all particles larger than size \(i\). The coagulation coefficient is based on Fuchs equation (Seinfeld and Pandis, 2006).
\[ CoagS_i = \frac{1}{2} K_{ii} N_i + \sum_{j \neq i}^{\text{max}} K_{ij} N_j \] (1)

The condensation sink (CS, also units of \(s^{-1}\)) is proportional to the aerosol surface area in the kinetic regime and particle diameter in the continuum regime. It describes the first-order rate of uptake of sulfuric acid or other condensable vapors to aerosols (Eq. 2). In Eq. 2, \(D\) refers to the gas-phase diffusion constant, \(D_{pi}\) is the particle diameter in size bin \(i\), \(N_i\) is the number concentration in size \(i\), and \(\beta_i\) is the non-continuum correction factor, which is a function of the Knudsen number (Seinfeld and Pandis, 2006).

\[ CS = 2\pi D \sum_{i=1}^{\text{max}} \beta_i D_{pi} N_i \] (2)

Calculation of survival probability is adapted from the Probability of Ultrafine Growth (PUG) theory, introduced by Pierce and Adams (2007). We define survival probability as the ratio of particle formation rates at the initial point of growth (typically \(J_3\)) and the CCN-relevant size or endpoint of growth (\(J_n\), with \(n = 50\) or \(100\) nm typically). It is calculated according to Eq. 3 below (see also Eqs. 4-6 in Westervelt et al. (2013)). It is a highly time and size resolved method that involves calculating timescales of condensation growth and coagulation loss at each step in the growing nucleation mode. The formation rate of \(100\) nm particles (\(J_{100}\)) is calculated as the \(3\) nm formation rate multiplied by the survival probability from \(3\) to \(100\) nm (Eq. 4). Likewise, \(J_{50}\) is calculated as \(J_3\) multiplied by the survival probability to \(50\) nm. These two particle sizes are within the range of typical activation diameters for CCN concentrations.

\[ SP_{m,n} = \prod_{k=m}^{n-1} \exp\left(-\frac{\tau_{k,k+1}^{\text{cond}}}{\tau_{k}^{\text{coag}}}ight) \] (3)

\[ J_n = SP_{3-n} J_3 \] (4)

We extend our survival probability calculation beyond the end of the first day and estimate a multi-day survival probability. This estimate extrapolates the 25-100 nm growth rate and coagulational loss rates at the end of the growth period and applies it to subsequent days, allowing particles to either grow to CCN sizes or be lost via coagulation at a later time. We judge that the multi-day survival probability estimate probably overstates the ultimate CCN formation for several reasons. First, while real nuclei do not grow as quickly overnight but are lost to coagulation, we extrapolate the daytime growth rate for all subsequent hours, day or
night. Second, it is expected that growth rates on nucleation days are somewhat higher than average. Third, it is expected that the coagulation sink on nucleation days is somewhat lower than average (Gong et al., 2010; Wu et al., 2011). As air masses have often shifted over a given location on days after nucleation days, it is difficult to track explicitly the actual evolution of the growing nucleation mode after the first day. Thus, this extrapolation method allows us to better estimate the growth to sizes beyond what is reached in the first day.

2.4 Simplified model for dependence of survival probability on condensation sink

In addition to the methods described in Sect. 2.3, the survival probability can also be represented in another way based on simple scaling arguments, which we will make use of in Sect. 3.2.3. Here we propose a simple model that will be used to explain how changes in coagulation and condensation result in decreases in survival probability. We start with the theory presented by Lehtinen et al. (2007) for survival probability:

\[
SP_{x-x} = \frac{J_x}{J_i} = \exp\left(-\gamma \cdot d_i \cdot \frac{\text{CoagS}(d_i)}{GR}\right)
\]

\[
\gamma = \frac{1}{m+1} \left[ \left(\frac{d_x}{d_i}\right)^{m+1} - 1 \right]
\]

Eqs. 5 and 6 (from Lehtinen et al. (2007)) are an updated form of the original equations in Kerminen and Kulmala (2002). In the equations, \(d_i\) and \(d_x\) are the initial and final particle diameters (e.g. 3-100 nm), \(\text{CoagS}\) is the coagulation sink, \(GR\) is the growth rate, \(J_i\) is the particle nucleation rate at reference size \(i\), \(J_x\) is the eventual formation rate of larger, CCN-sized particles from those nuclei, \(\gamma\) is a parameter that accounts for size-dependent coagulation as the particle grows from initial to final sizes, \(m\) is a constant that ranges between -1 and -2 (see Lehtinen et al. (2007) for details), and \(SP\) is survival probability. Leaving aside the \(\gamma\) parameter, the exponential decay of particles predicted by Eq. 5 may be understood as follows. The time it takes for a fresh nuclei to grow to its final size is inversely proportional to the growth rate, \(GR\). Over this time, a first-order loss of particles due to coagulation occurs with frequency, \(\text{CoagS}\).
Recognizing that the coagulation and condensation sinks are linearly correlated (Lehtinen et al., 2007) (see also Sect. 3.2.3 below) while the growth rate and the condensation sink are linearly anti-correlated (since, assuming steady-state, the concentrations of condensable vapors are inversely proportional to the condensation sink), we can simplify Eqs. 5 and 6. For given bounds in the survival probability calculation, Eqs. 5 and 6 can now be written as solely a function of the CS (Eq. 7).

\[ SP = \exp(-a \cdot CS^2) \]

(7)

Eq. 7 shows the basic form of the inferred relationship between survival probability and condensation sink. This equation is similar to Eq. A7 in McMurry et al. (2005), which related the particle survival probability \( P \) to the ratio between CS and GR. Here, we have simply taken one step further, noting that the GR (growth rate) is inversely proportional to CS, yielding an expression for SP as a function of CS and the constant \( a \) that depends on the initial and final particle diameters and the relationships between CoagS, GR, and CS. We note, however, that the GR is also proportional to the production rate of condensable vapors. If this production rate varies widely between nucleation events, this simplified model for the survival probability will not generally yield good predictions. It is also possible that the same sources that add to the vapor production rate also may contribute to condensation sink, adding another source of uncertainty in the simple model. However, to the extent that this simple formulation captures the actual changes in survival probability predicted by the full model (where vapor production does contribute to condensation sink), we can conclude that this effect is small. We will show later that this model does generally fit our full survival-probability calculations well and that variability in the production rate of condensable vapors is relatively minor in GEOS-Chem-TOMAS.

3 Results

Global maps of \( N_{10} \), CCN(1.0%), and CCN(0.2%) for the TER5 simulation are shown in Fig. 1. All maps and figures, except for Fig. 4, only include the base case 19 Tg yr\(^{-1}\) SOA source and do not include the 100 Tg yr\(^{-1}\) anthropogenically enhanced SOA source. Westervelt et al. (2013) showed that the TER5 nucleation mechanism performed well against observed nucleation rates, growth rates, particle survival probabilities, and CCN formation efficiency from several field-campaign sites with biases within 50% for all metrics. Thus, the TER5 simulation is shown here as a possible “best guess” to CCN and number concentrations. In Fig. 1, annually averaged \( N_{10} \) concentrations are highest over the continents, with specific
hotspots in Eastern North America, Western Europe, and China. CCN(1.0%) and CCN(0.2%) generally follow the same pattern, although with lower concentrations. CCN(0.2%) are less abundant than CCN(1.0%), which is expected due to the larger diameter required for activation at S = 0.2%.

### 3.1 Global sensitivity of $N_{10}$ and CCN to nucleation

Figure 2 shows the percent change in annually averaged $N_{10}$ for a selection of the sensitivity simulations (as listed in Table 2) compared to the base case simulation in which nucleation is turned off (NONUC). Both boundary layer spatial distributions (left column) and zonal averages (right column) are shown. Table 3 shows the global, annual average percent changes for each of the sensitivity simulations. The $N_{10}$ percent differences between the binary and the NONUC simulations, as seen in panels A and B of Fig. 2, are quite small in the boundary layer. In fact, there are some regions of percent decrease in $N_{10}$, such as off the western coast of South America. The reason for this decrease is likely due to the demand for condensable vapors by nucleated particles that are lost by coagulation to larger particles before they grow to 10 nm. This demand for condensable vapor limits the ability of the primary particles to grow and survive.

Panel B of Fig. 2 shows that while the binary nucleation parameterization of Vehkamäki et al., (2002) does not produce a large fractional increase in $N_{10}$ in the boundary layer, it does have a more pronounced fractional effect in and around the tropical upper troposphere.

Panels C and D of Fig. 2 show the percent changes for the ACT2 simulation. The ACT1 maps are not shown but are similar to ACT2. One major characteristic of the ACT2 simulation is that the activation mechanism predicts a large enhancement of $N_{10}$ in the boundary layer, especially over the oceans where increases from nucleation may not be expected. This is partially due to the activation simulation lacking a third nucleating species that helps regulate whether or not nucleation occurs in certain environments. For example, in TER simulations, low amounts of ammonia over the oceans prevent nucleation from occurring. The zonal plot shows the strong $N_{10}$ enhancements near the surface. Above about 400 hPa, the binary nucleation scheme (same as in the BHN simulation), which is also used in the ACT2 simulation, dominates the $N_{10}$ increases, as evidenced by the similarities in panels B and D.

Panels E and F show the percent enhancements for TER5. TER3 is omitted here due to the spatial patterns being similar (albeit with different intensities in particle number
concentration). The TER5 simulation gets similar $N_{10}$ increases across the continents as ACT2, but without the large increases over the oceans. The nucleation contribution to $N_{10}$ is larger near the surface and decreases in importance with altitude.

Panels G and H show the enhancements for TER. Past results have found overprediction in nucleation rates and $N_{10}$ concentrations when using the ternary parameterization without a scaling factor (Jung et al., 2010). Not surprisingly, the largest continental enhancements occur in the TER sensitivity simulation. It is interesting to note, however, that TER is not the highest simulation in $N_{10}$ enhancements over the ocean (ACT2 has the larger contribution) due to the generally low concentrations of ammonia over the oceans in the model.

Figure 3 is the same as Fig. 2 except the enhancements are calculated for CCN(0.2%) instead of $N_{10}$. Figure 3 shows that in most polluted regions of the world, all nucleation schemes we simulated at least double the number of CCN compared to the NONUC simulation. Interestingly, the CCN(0.2%) spatial maps across the four sensitivity studies are all relatively similar and uniform, with exceptions mostly in the Middle East and the southern United States. The uniformity between the different nucleation mechanisms suggests that the influence of each specific nucleation scheme is only moderately important. There are no instances of decreases in either the spatial distributions or the zonal plots.

The BHN scenario (panels A and B of Fig. 3) has a weak relative increase in boundary layer $N_{10}$ (23% global average, see Table 3), yet has a larger relative increase for boundary layer CCN(1.0%) (27%) and CCN(0.2%) (49%). Although seemingly counterintuitive, this is due to nucleation aloft in the free troposphere and subsequent growth to larger sizes during downward subsidence before entraining into the boundary layer. Thus, the absolute increase in $N_{10}$ and CCN(0.2%) in the boundary layer are similar because a large fraction the nucleated particles are CCN(0.2%) sizes by the time they reach the boundary layer (and the boundary-layer CCN(0.2%) concentrations are lower than the boundary layer $N_{10}$ concentrations). However, because the CCN(0.2%) concentrations are ~10x lower, the relative enhancement of CCN(0.2%) in the boundary layer are ~10x larger. When averaging through the entire troposphere, the $N_{10}$ increase is larger than both CCN(1.0%) and CCN(0.2%), as is expected. This implies that at least in the BHN scheme, nucleation in the free troposphere can be a major source of CCN in the boundary layer, which has also been observed in the GLOMAP model (Merikanto et al., 2009).
The ACT2 simulation, shown in panels C and D of Fig. 3, has stronger CCN(0.2%) enhancements in some regions across the boundary layer compared to the BHN simulation. Since the ACT2 simulation is coupled with BHN, we see large increases in CCN(1.0%) and CCN(0.2%) (see Table 3) even in the free troposphere. In these simulations, CCN enhancement is due to both effects of BHN as described above as well as the boundary layer enhancement provided by the activation simulation.

The TER5 boundary layer and zonally averaged plots, seen in panels E and F of Fig. 3, look similar to ACT2. However, the TER5 simulation has less of a pronounced increase across the Pacific Ocean in between the tropics. As a result, TER5 has a slightly smaller CCN percent increase when compared to ACT2 (see Table 3). Unlike binary nucleation, ternary nucleation is dominant in the boundary layer and weak in the free troposphere. The boundary layer average percent increase in CCN(0.2%) is 56%, confirming some importance of boundary layer nucleation for TER5. Finally, the TER simulations have the strongest CCN enhancements for the boundary layer, as seen in Fig. 2 panel G as well as Table 3 due to the unrealistically high nucleation rates in these simulations (see Fig. 4).

In all of the results plotted in Figs. 2 and 3, it appears that the fractional CCN(0.2%) increase in the free and upper troposphere (up to 200 hPa) is larger than the N_{10} enhancement. Although physical explanations such as aerosol transport through deep convection are plausible, this is likely an artifact of the differencing against the control simulation, NONUC. Without nucleation active (in the NONUC simulation), there is no particle source in the tropical free troposphere and thus CCN(0.2%) concentrations are small (sometimes less than 10 particles cm^{-3}). Thus, a small addition of particles due to nucleation in the various simulations can lead to large relative increases. The addition of N_{10} from the nucleation-active simulations is compared against a relatively higher N_{10} control value than is expected. In summary, globally averaged CCN(0.2%) increases range from about 49-78% for the boundary layer above the NONUC case. The TER5 simulation, which has performed well against observations, had a 56% increase in boundary layer-averaged CCN compared to a simulation without nucleation active, but this enhancement only increases to 78% for a much faster nucleation scheme (TER). The range of these increases is small considering the nucleation rates varied by as many as 4 orders of magnitude, as seen in Fig 4 and discussed below.

Figure 4 shows globally averaged CCN(0.2%) and CCN(1.0%) concentrations against tropospheric average nucleation rates ($J_1$). The NONUC control simulation gives us a rough
estimate of the primary CCN, which is represented by the dashed black lines for comparison. For the base SOA simulation (panel A), primary CCN(0.2%) are roughly 100 cm$^{-3}$ globally averaged, whereas CCN(1.0%) are about twice that. Consistent with the global map results shown in Figs. 2 and 3, CCN(0.2%) do not appear to be very sensitive to large changes in the nucleation rate. Specifically, the black and blue triangles in Fig. 4, representative of the BHN and ION simulations, respectively, are about 4 orders of magnitude lower in the nucleation rate that the TER simulation (furthest right red triangle). However, the CCN(0.2%) increases from the BHN to TER cases are comparatively small at 40 particles cm$^{-3}$, or a 29% increase. On the other hand, the slowest nucleation mechanism, BHN, gives a global boundary layer enhancement of 49% over the NONUC simulation. From this, we conclude that the details of a particular nucleation theory seem to be less important than the use of any theory within the global model for predicting CCN(0.2%). Although this 29% sensitivity to nucleation mechanism is not insignificant enough to ignore, it is important to note that it is smaller than the sensitivity between any nucleation mechanism compared to a no-nucleation case. The insensitivity is also evidenced by the green solid lines, which represent the two activation cases (ACT1 and ACT2), and the red solid lines, which signify TER5, TER3, and TER. Both of these lines are relatively flat for CCN(0.2%), indicating a small increase in CCN for a large increase in nucleation. Additionally, the 29% cited above represents the largest possible range in CCN changes. Although no nucleation mechanism is without faults, the CCN(0.2%) sensitivity between two more reasonable nucleation simulations (for example, TER3 and TER5) is much smaller (less than 10%).

As expected, CCN(1.0%) is more sensitive to changes in nucleation rate, as evidenced by the steeper slopes in the CCN(1.0%) data (square markers). For example, between the TER5 and TER simulation, roughly a 2 order-of-magnitude increase in the nucleation rate results in a 200 particles cm$^{-3}$ increase in the CCN(1.0%) concentrations. The ACT1 and ACT2 simulations also show an increased CCN sensitivity to the same changes in nucleation. The difference in globally averaged nucleation rate between BHN and ION is only about 0.01 cm$^{-3}$ s$^{-1}$, but the change in CCN(1.0%) is 70 particles cm$^{-3}$. This difference is likely due to differences in the spatial dependence of nucleation. For these two simulations, the specific nucleation mechanism does matter, since BHN and ION result in very similar nucleation rates but different CCN. This implies that in regions where ION nucleation dominates the survival probabilities are higher than in regions where BHN dominates, on average. In particular, the mid-to-upper troposphere has the largest differences between BHN and ION in CCN...
concentrations (not shown). This is consistent with recent work suggesting ion-based nucleation may be relevant in the upper troposphere regions where colder temperatures prevail (Kirkby et al., 2011). Although the sensitivities are low for most of the other simulations, the mechanisms are still important for other reasons, such as spatial and temporal variability. Spatial effects are clearly important as seen in the ACT2 and TER5 simulations in which ACT2 predicts large $N_{10}$ and CCN(0.2%) enhancements over the oceans (Figs. 2 and 3). Additionally, although aerosol indirect forcing cannot be estimated with the current model setup, nucleation impacts on aerosol forcing are likely larger in certain regions. Future work should seek to explore the sensitivity of forcing to nucleation. It also appears that mechanisms matter for seasonal and daily variability in nucleation event frequency, growth rates, nucleation rates, survival probabilities, and CCN formation (see Figs. 8 and 9 and Sect. 3.2.2, and Westervelt et al. (2013)).

Finally, we include CCN-nucleation rate results in Fig. 4 for the same nucleation mechanisms but with an extra 100 Tg yr$^{-1}$ of SOA available for condensation (panel B). We find that these cases (using the same color and symbol scheme as the base SOA simulations) result in higher CCN(1.0%) and CCN(0.2%), due to the increased condensational growth. For CCN(0.2%), the increase between low and high SOA simulations increases as the nucleation rate increases. In other words, specifically for the TER5-TER3-TER line, the slope of the high SOA line (red in panel B) is greater than the slope of the low SOA line (panel A). This suggests that the additional SOA is able to grow nucleated particles to CCN activation sizes that would not otherwise be activated and make survival probabilities less sensitive to changes in nucleation rates. However, the change in the slope of CCN(1.0%) is small because nucleated particles require less growth to reach CCN(1.0%) sizes.

### 3.2 Microphysical feedbacks responsible for lower survival probabilities at higher nucleation rates

Despite introducing large differences in nucleation rates using the various parameterizations listed in Table 2, CCN concentrations are only modestly increased. Figure 5 shows qualitatively how an increase in the average nucleation rate in the model can ultimately cause a negative feedback loop that minimizes CCN changes. Larger nucleation rates increase the Fuchs aerosol surface area, which increases the coagulation and condensation sinks. The increased condensation sink reduces condensable vapor concentrations, which slows down
particle growth. This slowed growth, in combination with increased coagulation, reduces the
survival probability and limits CCN formation.

The following three sections (Sects. 3.2.1, 3.2.2, and 3.2.3) provide the quantitative evidence
for the feedback phenomenon we have qualitatively described above. Small particles are not
traditionally thought to have a large impact on aerosol surface area (Fuchs) due to the square-
dependence on diameter. However, when considering that modeled nucleation events are not
isolated occurrences and can have compounding impacts that feedback on each other, the
effect is significant enough to increase the condensation sink, especially when the growth of
these nucleated particles to Aitken and accumulation modes is considered. There are two main
reasons why nucleated particles can contribute to the aerosol surface area enough to buffer the
CCN concentrations. First, with large increases in the nucleation rate, the CCN mode will
shift to smaller sizes over the long-term of many nucleation events due to a larger presence of
nucleated particles. This allows nucleated particles to contribute a larger fraction of surface
area than they might otherwise without the nucleation rate enhancements. For constant aerosol
mass production rates, an increase in CCN number concentration from nucleation leads to
eaerosol Fuchs surface area enhancements, much like how smaller and more numerous cloud
droplets result in larger cloud surface area with a fixed water vapor budget (cloud albedo
aerosol indirect effect, or Twomey effect). Second, even in the short-term, for very high
nucleation rates, there is a non-negligible surface area increase associated with fresh nuclei
themselves. Figures 6-9 and the following sections will provide quantitative evidence for the
increase in surface area and condensation sink due to increases in the average nucleation rate.

3.2.1 Sample nucleation day

We first present a case study of a single day: April 3 at Hyytiälä. The first row of Fig. 6
(panels A, B, and C) shows three similar plots of the number size distribution evolution in
time (“banana plots”). Color contours represent the logarithm (base 10) of the number size
distribution function (log10(dN/dlogDp)). The initial background size distributions are
different between the three simulations due to differences in nucleation, growth and survival
probability and previous days (shown quantitatively in Fig. 7). The black line in each panel of
Fig. 6 demarcates the 50 nm size threshold. Notice that within the first day, only the TER5
simulation (panel A), reaches the 50 nm size considered to be relevant for CCN. In panels B
and C, the growing nucleation mode does reach the 50 nm size, but not until the second or
third day after nucleation. Panel D shows the nucleation rate (J3) for each of the sensitivity
cases for April 3, panel E shows the mean growth rates, and panel F shows the survival probability to 50 nm. As the nucleation rates increase from TER5 to TER3 and TER, both growth rates and survival probabilities decrease. This is not only due to feedbacks occurring during this particular event, but also includes feedbacks from previous nucleation events, as discussed previously. On this particular day, the survival probability is over 90% in TER5 and less than 10% in TER3 and TER.

Figure 7 shows the condensation sink over the course of the nucleation event and Fuchs surface area size distributions for the sample day at Hyytiälä. For all three ternary simulations, the overall condensation sink increases throughout the day (panel A) consistent with condensational growth of the particle size distribution. The TER and TER3 simulations have a short-lived enhancement in condensation sink that corresponds with the onset of the nucleation event; the same enhancement is not visible in the TER5 simulation. This indicates that, at least under very high nucleation rates, there is an immediate impact of nucleation on Fuchs surface area and condensation sink even if it is short-lived. It can be seen in Fig. 7 panel B that, during the middle of the nucleation event, the nucleation mode (centered at 10 nm at noon) makes a significant contribution to Fuchs surface area, but this goes away after a few hours as these particles coagulate. It is also important to note that the condensation sink in the TER simulations starts and remains higher than both the TER3 and TER5, which shows that prior nucleation events in the long-term affect the initial condensation sink at the start of a new nucleation event. The reason for the higher starting condensation sink in the TER simulation is the same as described in the introduction: for a fixed budget of condensable aerosol mass, a higher particle concentrations imply a shift of the CCN model to smaller sizes and an increase in its surface area. This can be seen in panel B of Fig. 7, where the accumulation mode Fuchs surface area is higher in TER5 compared to TER. Although Fig. 7 panel B shows this for noon during the event, the Fuchs surface area was already higher at the beginning of the day. Comparing the two more realistic nucleation rates, TER5 vs. TER3, this persistent increase in condensation sink is more important than the short-term contribution from the nucleation mode.

Finally, using the nucleation rate \((J_3)\) and the survival probability (SP) to 50 nm we can calculate the CCN formation rate at 50 nm \((J_{50})\). For this particular event, the \(J_{50}\) for TER5, TER3, and TER are 0.09, 0.1, and 0.11 cm\(^{-3}\) s\(^{-1}\), respectively. Despite order-of-magnitude variation in nucleation rates, the decreased survival probabilities in TER and TER3
compensate for the differences, resulting in similar values of CCN formation rate. Although
the fastest nucleation rates in the TER simulation lead to the largest CCN formation rates,
these CCN formation rates are only marginally (10-20%) larger than the slower nucleation
cases, TER3 and TER5.

3.2.2 Full year of nucleation events

To further quantify the dampening of CCN changes to changes in nucleation, we expand our
discussion with a yearlong time series of nucleation events in the TER5, TER3, and TER
simulations at the sample location of Hyytiälä, Finland. The TER5 simulation was already
considered in Westervelt et al. (2013), but we add in the TER3 and TER simulations to allow
us to look at how incremental changes in the nucleation rates effect growth rates, coagulation
sink (for 3 nm particles), condensation sink, survival probabilities, and ultimately CCN
concentrations. Figure 8 shows cumulative distribution functions for the three ternary
simulations at Hyytiälä. Panel A shows roughly order-of-magnitude increases in J3 from the
TER5 to TER3 to TER simulations (note that the nucleation rate scale factors are two and
three orders of magnitude apart). This increase in nucleation causes an increase in both the
coaugulation and condensation sinks, which follow the same order of TER > TER3 > TER5
(panels C and D). Because of the enhancement of the condensation sink due to the increased
Fuchs surface area from faster nucleation rates, condensable vapor concentrations are reduced.
Because of the reduction in condensable vapor concentrations, the TER simulation has the
slowest growth rates by as much as a factor of 2 (Panel B). The TER5 simulation, on the other
hand, has fast growth rates that allow particles to more effectively survive to CCN sizes (50 or
100 nm) within one day, as was the case for the April 3rd event shown above.

Figure 9 shows CDFs for survival probabilities and CCN formation rates. Survival
probabilities are calculated for multi-day growth, as is explained in Section 2.2.3 Because of
the increased coagulation and condensation sink, particle survival to 50 or 100 nm (panels A
and C) is diminished in the TER3 and TER simulations compared to the TER5. The survival
probabilities tend to be quite sensitive to the growth rate changes seen in Fig. 8. As a result,
large increases in the nucleation rate (Fig. 8a) are offset by low survival probabilities (e.g.
more than half the cases for TER have <1% chance of surviving to grow to 100 nm). As a
result, the annual-mean J50 CCN formation rates from Hyytiälä nucleation are within 5% of
each other for the three sensitivity cases (Table 4) despite a large change in the nucleation pre-
factor and more than a six-fold increase in the J3 nucleation rate. For the 100 nm threshold,
annual-mean CCN formation rates due to nucleation are still within 10% of each other across simulations. While it is true that higher nucleation rates tend to result in higher CCN concentrations, the decreases in survival probability offset most of the increases in nucleation rates.

3.2.3 Linking changes in condensation sink to changes in survival probability

Although we have shown in the previous two sections that the condensation sink increases with faster nucleation rates to diminish survival probabilities, we have yet to directly link condensation sink to growth rates, coagulation sinks, and survival probability. Figure 10a is a scatterplot of simulated growth rates for one year at Hyytiälä. The red circles plotted represent the values of the TER growth rates scaled by the ratio of the condensation sinks in TER and TER5. We find that the growth rates for TER5 and “scaled TER” (which is equal to the product of the TER growth rate and the ratio of the TER and TER5 condensation sinks, i.e. \( \frac{CS_{ter}}{CS_{ter5}} \times GR_{ter} \), are now in good agreement (within 10% of each other on average).

This suggests that the growth rate decrease from the TER5 to the TER simulations can largely be explained by the increases in the condensation sink. In Fig. 10b, we find that the coagulation sink and the condensation sink are strongly correlated in our model simulations. This result has been seen in ambient measurements (Gong et al., 2010; Lehtinen et al., 2007; Dal Maso et al., 2002) and is consistent with the idea that larger particles wield the biggest influence in both the uptake of condensable vapors and the collision and combination of particles. Therefore, changes in condensation sink can be used as proxies for changes in both factors that determine survival probabilities: growth rates and coagulation scavenging frequencies.

Figs. 10c and d show the relationship between survival probability (to 50 nm, SP50) and condensation sink. In panel C, we plot survival probability as a function of condensation sink for the TER5 simulations and notice a strong nonlinear decreasing trend, consistent with our conceptual arguments and the theory presented in Sect. 2.4 above. Since the survival probability is expected to scale with the exponential of the square of the condensation sink in the absence of large variability in the production rate of condensable vapors (Eq. 7), we attempt to fit such a function to our model output. With a tuned value of \( a \), we find fairly consistent agreement (\( R^2=0.9 \)) for the negative exponential fit. Panel D is the same as C except we plot model output from the TER simulation and compare it to the same fit derived
for the TER5 case (same equation as in panel C). We note that although there are some discrepancies, the TER5 model fit still represents the TER output well ($R^2=0.73$). This supports our claim that, to first order, the decrease in survival probability can be quantified simply from basic theory and the change in the condensation sink. This is also consistent with our claim that CCN concentrations do not change much with changes in nucleation theory or nucleation rate, since the same fit applies, in this specific example at least to first order, to two nucleation schemes with vastly different nucleation rates (see Fig. 8).

There are three likely reasons for the slight discrepancy in the survival probabilities and condensation sinks between our model output and simple theory. First and foremost, if there is variability in the production rate of condensable vapors (which are not accounted for in the simplified fit), this will lead errors in the fit. There is generally little scatter in the data in panels C and D of Fig. 10, which leads us to believe that the production rate generally does not vary randomly between event days. However, we found that in the GEOS-Chem-TOMAS model at this particular location, the production rate of condensable vapors is lower on days with lower condensation sinks (i.e. a clean aerosol background correlates with a clean gas-phase background). This correlation may be responsible for the regions of poor fit in Fig. 10d for the TER simulation. The survival probability is lower in GEOS-Chem-TOMAS than the simplified model at low condensation sinks, which may be due to lower condensable vapor production when the condensation sink is low, which would lead to slower growth rates and lower survival probabilities. However, the simple model overprediction at low condensation sinks is not evident in Fig. 10c for the TER5 simulation. This lack of overprediction maybe due to nucleation being less likely in the TER5 simulation than the TER simulation during low vapor concentrations due to the orders-of-magnitude slower nucleation rates in TER5 (Fig. 4), or alternatively it may be due to the production rate of condensable vapors being less significant as the survival probability approaches 1 (as it does for small values of condensation sink in the TER5 in Fig. 10c; this is not the case for the TER simulation).

Second, condensation sink varies throughout the day (as seen in Fig. 7), but here we use the 24-hour average in Eq. 7 to predict changes in survival probability. Since the condensation sink is larger shortly after a nucleation burst, our model points (GEOS-Chem-TOMAS) may be shifted slightly to the right in Fig. 10d, leading to better agreement. Third, the correlation between CoagS and CS assumed by our theory is mostly valid only for the kinetic regime and may not be applicable to the transition regime (~100 nm). If the CoagS is actually smaller than predicted by our simple theory, the model output survival probability may agree better.
Despite these shortcomings, the simple relationship between CS and SP is broadly confirmed within the GEOS-Chem-TOMAS framework. However, we have yet to confirm if this relationship holds for field data where it is possible that the production rate of condensable vapors varies more strongly and independently from the condensation sink.

4 Conclusions

Using the GEOS-Chem-TOMAS global aerosol microphysics model, we performed a series of 16 simulations with 8 differing nucleation mechanisms (or pre-factors) and two SOA budgets in order to test the sensitivity of CCN to nucleation and growth. In addition to determining the sensitivity, we analyzed one year of modeled nucleation events at Hyytiälä in order to explain and quantify the reasons for the apparently modest sensitivity of CCN to nucleation. We calculated modeled growth rates, condensation sinks, coagulation sinks, survival probabilities, and CCN formation rates, and used these properties to explain the microphysical feedbacks that lead to a buffered response in CCN due to increased nucleation rates. Global modeling results showed that N$_{10}$ is generally more sensitive to nucleation than CCN(0.2%) consistent with the fact that nuclei are lost by coagulation during growth but some primary particles are emitted already at or near CCN sizes. The global, boundary layer averaged increase in N$_{10}$ due to adding nucleation schemes to a simulation with no nucleation varied from 23% in the BHN scheme to 190% in the TER5 scheme. Spatially, the activation simulation (ACT2) predicted large increases in N$_{10}$ in most boundary-layer locations, including over the oceans, while other cases (binary (BHN), ternary with the $10^{-5}$ prefactor (TER5)) predicted less dramatic increases limited mostly to the continents. In particular, the lack of sufficient boundary layer nucleation in the BHN simulation caused BHN to be the least sensitive in N$_{10}$ to nucleation.

Enhancements of CCN(0.2%) above the NONUC simulation were less sensitive to the choice of nucleation parameterization, ranging from 49-78% average increases in the boundary layer. This 29% difference in CCN(0.2%) is non-negligible, but not especially large considering the large uncertainties (factors of 2) in other aerosol indirect effect predictions. Because our results showed that binary nucleation alone increases CCN(0.2%) almost as much as ternary or activation nucleation, this implies that free tropospheric nucleation contributes a significant amount of the nucleation-derived CCN, similar to what was found in (Merikanto et al., 2009).

We explored the details of the aerosol physics in the global model to explain further the weak sensitivity of CCN to the specific nucleation mechanism and nucleation rate. Given a fixed
budget of condensable aerosol mass (sulfate and SOA), any increase in CCN concentrations due to nucleation and growth imply that the CCN or accumulation mode shifts to smaller sizes. Therefore, overall surface area is higher, leading to two negative feedbacks on subsequent nucleation and growth events. First, higher surface area means higher condensation sink and slower growth rates. Second, higher condensation sink correlates with faster coagulation scavenging. The net result of these two feedbacks is that it takes nucleated particles longer to grow to CCN sizes, during which time they are subject to more intense coagulation scavenging. Therefore, with faster nucleation mechanisms, nuclei grow more slowly and are exposed to higher coagulation loss frequencies for longer periods of time, limiting their survival to CCN sizes, and reducing the impact that nucleation rates would otherwise have on CCN concentrations. Both feedbacks lower survival probabilities, and the net effect is often dramatic. We showed that the full three-dimensional model’s predicted decrease in survival probability with higher nucleation rates quantitatively matched what would be expected using a simple theory that accounts for these two feedbacks.

We use one year of model output for Hyytiälä as an example of these feedback processes at work. We analyzed one year of size distribution output for three ternary simulations, TER5, TER3, and TER with different pre-factors tuning their nucleation rates. These three scenarios represented incremental changes in the nucleation rates that allowed us to observe effects of increased nucleation on other quantities that effect growth to CCN sizes. Specifically, the growth rates in the faster nucleation cases (TER, TER3) were diminished by 50% on average because of an increased sink of condensable vapors. Particle survival probability was decreased due to the decrease in growth rate and increase in coagulation, evening out the CCN formation rates across the three simulations. The faster nucleation mechanisms (TER, TER3) did have higher CCN formation rates, but the annual-average CCN formation rates attributable to nucleation were within 10% of each other at both 50 nm and 100 nm CCN size thresholds.

We explored the relationship between CCN concentrations and nucleation rates, $J_1$, on a global scale for all of the nucleation scenarios plus an additional series of simulations that included an extra 100 Tg yr$^{-1}$ of SOA available for condensation. The boundary layer CCN(0.2%) without the extra SOA varied only by 40 particles cm$^{-3}$ (29%) between all of the nucleation simulations—a nucleation rate range of about 4 orders of magnitude. The sensitivity range drops to ~12% when we eliminate nucleation parameterizations (BHN and
TER) known to exhibit serious biases compared to observed nucleation rates. Despite this, even the slowest nucleation simulation (BHN) increased CCN by about 50% over the NONUC control simulation. This suggests that the presence of any nucleation theory in the model is has a larger effect than the differences resulting from choice of nucleation parameterization. There are interesting exceptions, however, such as the BHN and ION simulations, which have nearly identical global-average nucleation rates but noticeably different CCN formation, implying that survival probability is different depending on when and where nucleation is occurring. With extra SOA, CCN(0.2%) are much more sensitive to nucleation, indicating that particles that normally would not reach activation sizes are indeed reaching those sizes when additional SOA is available to enhance growth. We also find that CCN(1.0%) are more sensitive to nucleation due to the capability of smaller particles (30 – 60 nm, depending on composition) to be activated and the greater ease with which nuclei can reach these moderate sizes.

Our model results indicate that nucleation makes a significant contribution to aerosol number concentrations, including CCN, but that boundary layer CCN are not very sensitive to the choice of nucleation parameterization once obvious outliers (BHN and TER) are excluded. Comparing the results of BHN and ACT simulations, it is clear that much of the contribution to boundary layer CCN results from nucleation in the free troposphere, consistent with previous work (Merikanto et al., 2009). The overall modest impact is due to a dampening effect on CCN from an increased aerosol Fuchs surface area, subsequent loss of condensable vapors, and the accompanying increase in coagulation scavenging. While sensitivity studies such as the one we have presented here are useful, they are limited by the nonlinear nature of aerosol model processes. Future work must be aimed at directly determining the nucleation contribution to CCN through other methods.
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Table 1: Summary of previous nucleation-CCN formation studies. Values are CCN(0.2%) except for Yu and Luo (2009) which used CCN(0.4)%

<table>
<thead>
<tr>
<th>Study</th>
<th>Model</th>
<th>Bounds</th>
<th>Pri. Sulf.</th>
<th>% change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spraklen et al. (2008)</td>
<td>GLOMAP</td>
<td>ACT vs NONUC</td>
<td>2.5% of SO₂ emis.</td>
<td>20</td>
</tr>
<tr>
<td>Merikanto et al. (2009)</td>
<td>GLOMAP</td>
<td>BHN + ACT vs BHN</td>
<td>2.5% of SO₂</td>
<td>45</td>
</tr>
<tr>
<td>Makkonen et al. (2009)</td>
<td>ECHAM5-HAM</td>
<td>BHN + ACT vs BHN</td>
<td>2.5% SO₂</td>
<td>50</td>
</tr>
<tr>
<td>Yu and Luo (2009)</td>
<td>GEOS-Chem-APM</td>
<td>ION vs NONUC</td>
<td>None</td>
<td>60</td>
</tr>
<tr>
<td>Wang and Penner (2009)</td>
<td>IMPACT/CCSM3</td>
<td>BHN + ACT vs BHN</td>
<td>2% of SO₂</td>
<td>5</td>
</tr>
<tr>
<td>Pierce and Adams (2009)</td>
<td>GISS-TOMAS</td>
<td>TER vs BHN</td>
<td>1% of SO₂</td>
<td>12</td>
</tr>
<tr>
<td>Makkonen et al. (2012)</td>
<td>ECHAM5.5-HAM2</td>
<td>ACT vs BHN</td>
<td>2.5% of SO₂</td>
<td>19</td>
</tr>
<tr>
<td>Lee et al. (2013)</td>
<td>GLOMAP</td>
<td>ACT + BHN vs NONUC</td>
<td>0-1% of SO₂</td>
<td>45</td>
</tr>
</tbody>
</table>
Table 2: List of simulations. All 8 simulations were also run at higher SOA production rates, as described in the text.

<table>
<thead>
<tr>
<th>Name</th>
<th>Nucleation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NONUC</td>
<td>None (control)</td>
<td>N/A</td>
</tr>
<tr>
<td>BHN</td>
<td>Binary homogenous</td>
<td>Vehkamäki et al. (2002)</td>
</tr>
<tr>
<td>ION</td>
<td>Ion-mediated (IMN)</td>
<td>Yu (2010)</td>
</tr>
<tr>
<td>ACT1</td>
<td>Activation ($A=10^{-6}$)</td>
<td>Kulmala et al. (2006), Sihto et al. (2006)</td>
</tr>
<tr>
<td>ACT2</td>
<td>Activation ($A=2 \times 10^{-6}$)</td>
<td>Kulmala et al. (2006), Sihto et al. (2006)</td>
</tr>
<tr>
<td>TER5</td>
<td>Ternary ($10^{-5}$ tuning factor)</td>
<td>Napari et al. (2002), Jung et al. (2005), Westervelt et al. (2013)</td>
</tr>
<tr>
<td>TER3</td>
<td>Ternary ($10^{-3}$ tuning factor)</td>
<td>Napari et al. (2002), Jung et al. (2005), Westervelt et al. (2013)</td>
</tr>
<tr>
<td>TER</td>
<td>Ternary (no tuning factor)</td>
<td>Napari et al. (2002)</td>
</tr>
</tbody>
</table>
Table 3. Global-average percent increases in a given nucleation simulation compared to a simulation with no nucleation. Values are averaged for boundary layer only. See also Figs. 2-3.

<table>
<thead>
<tr>
<th></th>
<th>$N_{10}$ (%)</th>
<th>CCN(1.0%) (%)</th>
<th>CCN(0.2%) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BHN</td>
<td>23</td>
<td>27</td>
<td>49</td>
</tr>
<tr>
<td>ION</td>
<td>55</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>ACT1</td>
<td>140</td>
<td>79</td>
<td>66</td>
</tr>
<tr>
<td>ACT2</td>
<td>170</td>
<td>88</td>
<td>69</td>
</tr>
<tr>
<td>TER5</td>
<td>48</td>
<td>46</td>
<td>56</td>
</tr>
<tr>
<td>TER3</td>
<td>103</td>
<td>70</td>
<td>64</td>
</tr>
<tr>
<td>TER</td>
<td>190</td>
<td>99</td>
<td>78</td>
</tr>
</tbody>
</table>
Table 4. Mean and median values for the three ternary simulations at Hyytiälä for the multi-day survival probability calculation. Median values in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Ternary x 10^{-5}</th>
<th>Ternary x 10^{-3}</th>
<th>Ternary</th>
</tr>
</thead>
<tbody>
<tr>
<td>J_3   (cm^{-3} s^{-1})</td>
<td>2.3 (0.3)</td>
<td>7.4 (3.7)</td>
<td>15.1 (13.6)</td>
</tr>
<tr>
<td>GR    (nm hr^{-1})</td>
<td>2.3 (1.9)</td>
<td>1.7 (1.5)</td>
<td>1.5 (1.3)</td>
</tr>
<tr>
<td>SP_{50} (%)</td>
<td>37 (36)</td>
<td>12 (14)</td>
<td>4.9 (4.5)</td>
</tr>
<tr>
<td>J_{50} (10^{-2} cm^{-3} s^{-1})</td>
<td>7.1 (6.0)</td>
<td>7.2 (7.0)</td>
<td>7.4 (8.0)</td>
</tr>
<tr>
<td>SP_{100} (%)</td>
<td>2.9 (2.0)</td>
<td>0.4 (0.4)</td>
<td>0.2 (0.2)</td>
</tr>
<tr>
<td>J_{100} (10^{-2} cm^{-3} s^{-1})</td>
<td>1.2 (0.23)</td>
<td>1.3 (0.41)</td>
<td>1.3 (0.81)</td>
</tr>
</tbody>
</table>
Figure 1: Annual-average boundary layer global distribution of $N_{10}$ (a), CCN(1.0%) (b), and CCN(0.2%) (C) for the ternary simulation with a $10^{-5}$ tuning factor (TER5 simulation).
Figure 2: Global percent change in total particle number concentration ($N_{10}$) surface and zonal plots. Color contours in all panels represent the percent change in number concentration between the listed nucleation simulations and the simulation with nucleation off: a,b) binary; c,d) Activation ($A=2E-6$); e,f) Ternary ($10^{-5}$ factor); g,h) Ternary.
Figure 3: Global cloud condensation nuclei concentration at S=0.2% (CCN(0.2%)) percent change surface and zonal plots. Color contours in all panels represent the percent change in number concentration between the various nucleation simulations and the simulation with nucleation off: (a,b) binary; (c,d) Activation (A=2E-6); (e,f) Ternary (10^{-5} factor); (g,h) Ternary.
Figure 4: Global average cloud condensation nuclei concentrations in the boundary layer for all nucleation simulations. Squares represent CCN(1.0%), and triangles show CCN(0.2%). Panel (a) shows the base SOA simulation results while (b) shows the high SOA simulation results (extra 100 Tg yr\(^{-1}\)). In both panels, the dashed black lines represent the CCN(1.0%) concentrations for the simulation with no nucleation (nominally, primary particle contribution). The dash-dot black lines show the same for CCN(0.2%). Blue lines refer to ion nucleation, black is binary, green is activation, and red is ternary.
Figure 5. Flowchart of microphysical feedbacks that decrease survival probability with increasing nucleation rates, limiting the formation of CCN from nucleation events.
Figure 6: Nucleation metrics and number size evolution plots for April 3 (local time) at Hyytiälä. Panel (a) is the size distribution evolution for the TER5 simulation, panel (b) is the same for the TER3 simulation, and panel (c) is the TER simulation. The bottom row (panels d through f) shows the nucleation rate, growth rate (3-25 nm), and survival probability to 50 nm (multi-day) for each of the three ternary nucleation scenarios. The heavy black line indicates the 50 nm size threshold used for this analysis.
Figure 7: Visualization of condensation sink (a) and particle surface area size distribution (b), for April 3 at Hyytiälä. Fuchs surface area size distributions are shown for a 12:00 noon timeslice in the nucleation event on April 3, 2002.
Figure 8: Cumulative distribution functions of nucleation event metrics at Hyytiälä. Red curves represent the original ternary simulation (Napari et al. 2002). Green curves represent ternary nucleation with a $10^{-3}$ tuning factor. Blue curves represent ternary nucleation with a $10^{-5}$ tuning factor. (a) 3 nm particle formation rate, $J_3$ (cm$^{-3}$ s$^{-1}$); (b) 3-25 nm growth rate, GR (nm h$^{-1}$); (c) Coagulation frequency (s$^{-1}$); (d) Condensation sink (s$^{-1}$).
Figure 9. Cumulative distribution functions of nucleation event parameters at Hyytiälä. Red curves represent the original ternary simulation (Napari et al. 2002). Green curves represent ternary nucleation with a $10^{-3}$ tuning factor. Blue curves represent ternary nucleation with a $10^{-5}$ tuning factor. (a) Survival probability to 50 nm, $SP_{3-50}$; (b) 50 nm particle formation rate, $J_{50}$ (cm$^3$ s$^{-1}$); (c) Survival probability to 100 nm, $SP_{3-100}$; (d) 100 nm particle formation rate, $J_{100}$ (cm$^3$ s$^{-1}$).
Figure 10: Explanation of the dependence of growth rates and survival probabilities on the condensation sink for one year of nucleation events at Hyytiälä. (a) Scaled TER vs TER5 growth rates (red circles). The ternary growth rates have been scaled by the ratio of the two nucleation mechanisms’ condensation sinks. Solid red line represents the line of best fit ($y = 1.1x$, $r^2 = 0.91$). (b) Correlation between coagulation sink and condensation sink. Solid blue line is best fit ($y = 0.28x$, $r^2 = 0.95$). (c) Plot of survival probability (to 50 nm) versus condensation sink for the TER5 simulations (blue circles). Solid black line represents a model fit to the TER5 data of the form $y = \exp(-ax^2)$ as described in the text. Value of $a$ is given in the figure. (d) Same as C, except that the TER model output (blue circles) is compared to the same TER5 fit from panel (C) (same equation and coefficients).