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Abstract

A new statistical model of secondary organic aerosol (SOA) formation is developed that explicitly takes into account multi-generational oxidation as well as fragmentation of gas-phase compounds. The model framework requires three tunable parameters to describe the kinetic evolution of SOA mass, the average oxygen-to-carbon atomic ratio and the mean particle volatility as oxidation proceeds. These parameters describe (1) the relationship between oxygen content and volatility, (2) the probability of fragmentation and (3) the amount of oxygen added per reaction. The time-evolution and absolute value of the SOA mass depends sensitively on all three tunable parameters. Of the tunable parameters, the mean O:C is most sensitive to the oxygen/volatility relationship, exhibiting only a weak dependence on the other two. The mean particle O:C produced from a given compound is primarily controlled by the number of carbon atoms comprising the SOA precursor. It is found that gas-phase compounds with larger than 11 carbon atoms are unlikely to form SOA with O:C values >0.4, which suggests that so-called “intermediate-volatility” organic compounds (IVOCs) and “semi-volatile” organic compounds (SVOCs) are not major contributors to the ambient SOA burden when high O:C ratios are observed, especially at short atmospheric times. The model is tested against laboratory measurements of SOA formation from the photooxidation of α-pinene and n-pentadecane and performs well (after tuning). This model may provide a generalized framework for the interpretation of laboratory SOA formation experiments in which explicit consideration of multiple-generations of products is required, which is true for all photo-oxidation experiments.

1 Introduction

Atmospheric aerosol particles play a key role in the Earth’s climate system by absorbing and scattering solar radiation and influencing properties of clouds (IPCC, 2007). The influence of aerosols on climate depends on their composition, yet much remains
unknown with respect to formation, chemical evolution and removal pathways, especially when considering organic aerosols (OA) (Jacobson et al., 2000; Seinfeld and Pankow, 2003; Kanakidou et al., 2005). A primary challenge in developing comprehensive quantitative understanding of organic aerosols derives from their high chemical complexity, which results from there being a myriad of sources. Individual particles can be composed of numerous compounds, including organics, inorganics and soot; OA has both primary (i.e., direct emission, POA) and secondary (i.e., gas-to-particle conversion, SOA) sources and may be comprised of hundreds of different compounds (Kanakidou et al., 2005).

In the context of traditional equilibrium partitioning theory, the extent to which an organic compound partitions to the particle phase depends on the temperature-dependent volatility (Pankow, 1994) which varies over orders of magnitude for compounds in aerosols (e.g., Cappa et al., 2007, 2008). Quantitative understanding of the partitioning of organics between the gas and particle phase has been thought to be essential for accurately predicting the spatial and temporal distribution of OA in the atmosphere. However, typical models of OA formation in the atmosphere have tended to predict significantly less OA than is commonly observed (de Gouw et al., 2005; Heald et al., 2005; Johnson et al., 2006; Volkamer et al., 2006; Matsui et al., 2009). Recent updates to models of OA to include e.g., semi-volatile primary OA (Robinson et al., 2007) or new estimates of aerosol yields for aromatics (Ng et al., 2007) have led to somewhat better model/measurement agreement in terms of the total OA mass (Dzepina et al., 2009). However, the physical properties of the model OA are inconsistent with observations of OA volatility, with the model aerosol often being too volatile (Dzepina et al., 2009, 2011) or with too low an oxygen-to-carbon (O:C) ratio (Hodzic et al., 2010; Dzepina et al., 2011). When models do appear to give reasonable apparent volatilities they tend to use unrealistic input parameters (e.g., enthalpies of vaporization; Jathar et al., 2011). Models that appear to give reasonable values for O:C typically assume very large increases in mass upon reaction of a volatile organic compound (VOC) with OH, e.g., 40 % per reaction, all of which is assumed to be oxygen (Grieshop et al., 2009;
Hodzic et al., 2010; Dzepina et al., 2011). This suggests that, although there may be better agreement with observations of OA mass using updated models, the agreement may be fortuitous. This is problematic since model aerosol that is too volatile will respond to perturbations (such as dilution or temperature fluctuations) in unrealistic ways, which could lead to incorrect estimates of air quality and climate effects of particles.

In this study, the development of a new model of gas-phase hydrocarbon oxidation coupled to secondary OA formation via gas-particle partitioning is described. This model is used to explore the limits of gas-phase oxidation for producing the internal properties of OA, specifically volatility and the O:C ratio. The model results suggest that there is an inherent limitation to the maximum particle-phase O:C and minimum volatility that can be achieved via gas-phase processing alone. These results provide insights into the sources and pathways associated with ambient OA formation. In Sect. 2, a description of the model is given. In Sect. 3, the model is run to explore the influence of specific tunable parameters on the model results and to develop generalized understanding of SOA formation. In Sect. 4, the model is used to demonstrate the utility of the model framework by explicitly simulating laboratory measurements of SOA formation from the photooxidation of α-pinene and of n-pentadecane.

2 Model description

The statistical oxidation model (SOM) developed here treats the oxidation of a hydrocarbon as a statistical process and frames the oxidation chemistry as a trajectory through a multi-generational space defined by the number of carbon and oxygen atoms comprising the SOA precursor and all possible product molecules. Our model is, in some ways, a hybrid of the conceptual carbon-oxidation state model of Kroll et al. (2011), the 1 and 2-D volatility basis set (VBS) model of Donahue and co-workers (Donahue et al., 2006, 2011; Robinson et al., 2007; Jimenez et al., 2009) and the carbon number-polarity grid of Pankow and Barsanti (Pankow and Barsanti, 2009), all placed into an explicit kinetic framework. It is, in essence, a simplified and condensed
version of the explicit gas-phase photochemistry models that have been developed (e.g., Aumont et al., 2005) and shares some similarities with kinetic implementations of the VBS (e.g., Robinson et al., 2007; Lane et al., 2008) or the carbon number-polarity grid (Barsanti et al., 2011). It is, nonetheless, unique in the way that the oxidation process is represented and tracked through multiple generations of oxidation.

Within the SOM, functionalization reactions produce molecules with the same number of carbon atoms \( (N_C) \) as the parent compound but a larger number of oxygenated functional groups. Fragmentation reactions lead to C-C bond scission and the formation of two smaller molecules, where the total number of carbon and oxygen atoms are conserved. The distribution of compounds between the gas and particle phase is treated through equilibrium partitioning theory (Pankow, 1994). In the model all compounds are allowed to react with OH radicals, with the exception of compounds with a single carbon atom (e.g., CO, CO\(_2\), etc.), which represent the end points of oxidation and are assumed to be inconsequential for SOA formation. In other words, every compound represents a molecule that is both formed and consumed by OH, with the exception of the initial SOA precursor. (Although all products could therefore be considered “SOA precursors”, we restrict this term to mean the initial, unreacted hydrocarbon.)

Neither hydrogen atoms nor functional groups are explicitly considered; instead average molecular properties are specified for the “molecules” that populate a matrix of all possible \( N_C \) and \( N_O \) combinations (up to a limit of \( N_O/N_C = 2 \)). Each cell in the matrix effectively represents an average of some number of e.g., ketones, alcohols, peroxides. The relationship between “structure” (i.e., the number of carbon and oxygen atoms) and a given property (e.g., volatility or reactivity towards OH) are tunable parameters in the model. The specific tunable parameters in our model are as follows:

1. The average number of oxygen atoms added per reaction.
2. The decrease in vapor pressure (volatility) per oxygen added.
3. The probability of a given product fragmenting.
These parameters, which govern the trajectory that the oxidation takes through the carbon/oxygen space, can be envisioned as unique to a given reaction (e.g., dodecane + OH). Together these parameters will determine the absolute value of and temporal variation in gas and particle phase oxidation products, ultimately determining the aerosol yield, the average O:C ratio and the average volatility of the OA. In a sense, these tunable parameters are related to the specification of a volatility basis-set (Donahue et al., 2006, 2011) or “two-product model” (Odum et al., 1996), but now explicitly formulated to account for the kinetics of oxidation and the formation of multiple-generations of gas and particle-phase reaction products.

A unique aspect of the SOM is that the structure of individual “molecules” are determined (i.e., $N_C$ and $N_O$), and the properties of these molecules are specified based on their “structure” to determine the evolution of the gas/particle system throughout a reaction. This can be contrasted to kinetic implementations of the VBS, which relate property to structure (if structure is specified at all), or to kinetic implementations of the $N_C$-polarity grid, which requires as input product structures and associated yields (Barsanti et al., 2011).

Traditionally, the oxidation of hydrocarbons has been discussed in the context of “generations” of oxidation (Ng et al., 2006). However, because oxidation products are themselves reactive towards OH, products with relatively large numbers of oxygen atoms always have some probability of being formed, even early on in the reaction. This is simply a consequence of statistical oxidation in a well-mixed system. For example, for the case where all molecules react with OH with the same rate coefficient ($k_{OH}$), the distribution of oxidation products at any point in the reaction can be described as a simple Poisson Distribution, as recently shown by Wilson et al. (2012). Note that “generation” is equal to the number of times that a molecule has reacted, starting from the initial SOA precursor. Further, because more than 1 oxygen-containing functional group can be added per reaction, the number of oxygens per molecule is not necessarily equal to the number of “generations” of oxidation.
For a single SOA precursor, it is useful to follow the evolution of the system with respect to loss of the SOA precursor, which can be quantified by the number of “oxidation lifetimes”, \( \text{lifetimes} = \tau_{\text{OH}} = [\text{OH}]/k_{\text{OH}} \), where \([\text{OH}]\) is the concentration of OH radicals, assumed to be constant). The distribution of product molecules formed from any SOA precursor is continuously evolving throughout a reaction in both the gas and particle phases. In the SOM, these time-dependent distributions are explicitly computed as the reaction proceeds. The exact form and kinetic evolution of these distributions depend on how the model is parameterized as described above. For example, the distribution of gas and particle phase molecules formed in a generic photooxidation reaction is shown in Fig. 1. For illustrative purposes, fragmentation is neglected and it is assumed that only 1 oxygen functional group is added per reaction. Thus the number of oxygens \((N_O)\) is equal to the generation number, \(n\). Before reaction, there is only gas-phase material with the number of carbon atoms \((N_C)\) equal to the SOA precursor and \(N_O = 0\). Upon reaction, a small amount of 1st, 2nd, ..., \(n\)-th generation products are produced almost instantaneously, even after little of the SOA precursor hydrocarbon has been consumed (i.e., at \(\tau_{\text{OH}} \ll 1\)). Since higher-\(n\) generations have lower volatility (i.e., more oxygen for the same \(N_C\)), the particle phase distribution at this point is dominated by these compounds, which reside at the tail-end of the product distribution, even though they make up a negligible amount of the total mass. As the reaction continues, the total abundance of these later-generation products increases, producing a broader distribution of product generations that evolve towards larger average \(n\) with increasing oxidation. As the total abundance of any given \(n\)-th generation product increases, the amount that partitions to the particle phase will also increase, thus accelerating the total amount of OA that is formed (Pankow, 1994).

In the absence of SOA formation, the distribution of the gas-phase products would evolve approximately as a Poisson distribution (Smith et al., 2009; Wilson et al., 2012). However, with SOA formation the relative abundances of the products in either phase evolves in a more complex manner since molecules are generated through gas-phase reactions and are then partitioned between the gas and particle phases according to
their abundance and volatility. Also, the absolute abundance of any given product molecule or generation does not increase indefinitely. Over time, just as the absolute abundance of the SOA precursor decreases from reaction with OH, the absolute abundance of any given gas-phase $n$-th generation product also decreases as these molecules react with OH to form higher generation products.

Figure 1 reveals how the distribution of specific compounds (generations) continuously evolves during oxidation due to reactions of both the SOA precursor and product molecules, which indicates that the yield of a given compound is not static. This result is not surprising, since all products are assumed to react with OH, but this aspect is often neglected in the interpretation of traditional aerosol yield experiments where it is implicitly assumed (although not always stated) that product distributions are static. Figure 1 illustrates the statistical nature of oxidation as well as the importance of considering the formation and evolution of product distributions in both the gas and particle phases during photooxidation.

The model developed herein takes into account the time-evolution of the product distributions, in contrast to traditional 2-product or more recent static VBS parameterizations of aerosol yields. Although this would seemingly suggest greater complexity of the SOM, the number of tunable parameters is limited (to two constants and 1 array), and thus similar to these other formulations (4 parameters for a 2-product model; Odum et al., 1996, or, typically, 4 parameters for the VBS model; Donahue et al., 2006). The details of how molecules move through the carbon-oxygen matrix for a specific photooxidation reaction will depend explicitly on how these tunable parameters are specified. A key feature of the SOM is that it is possible to do this in a physically realistic manner and to test the validity of any parameterization against smog chamber measurements of SOA yield and composition. Below we outline how various parameters are assigned to the individual molecules within the distribution.
2.1 Kinetic parameterization of compound reactivity

All molecules in the carbon/oxygen matrix are assumed to be reactive with OH. Each “molecule” or product generation in the carbon/oxygen matrix has a unique rate coefficient that depends on the length of the carbon backbone and the number of oxygen atoms. The rate coefficients are computed using a modified version of typical structure-activity relationships (Kwok and Atkinson, 1995), where it is assumed:

\[
\begin{align*}
    k_{\text{OH}} &= 2 k_{\text{prim}} f_{\text{CH}_2} + (N_C - 2) k_{\text{sec}} f_{\text{CH}_2} \text{ if } N_O = 0 \\
    k_{\text{OH}} &= 2 k_{\text{prim}} + (N_C - 2 - N_O) k_{\text{sec}} + 0.5 N_O k_{\text{tert}} f_{\text{OH}} \text{ if } N_O > 0 \text{ and } N_O < N_C - 2 \\
    k_{\text{OH}} &= k_{\text{prim}} + 0.5 N_O k_{\text{tert}} f_{\text{OH}} \text{ if } N_O = N_C - 1 \\
    k_{\text{OH}} &= 0.5 N_O k_{\text{tert}} f_{\text{OH}} \text{ if } N_O = N_C \\
    k_{\text{OH}} &= 0.5 (2 N_C - N_O) k_{\text{tert}} f_{\text{OH}} \text{ if } N_O > N_C
\end{align*}
\]

where \( k_{\text{prim}} = 1.43 \times 10^{-13} \text{ cm}^3 \text{ molecules}^{-1} \text{ s}^{-1} \), \( k_{\text{sec}} = 8.38 \times 10^{-13} \text{ cm}^3 \text{ molecules}^{-1} \text{ s}^{-1} \), \( k_{\text{tert}} = 1.82 \times 10^{-12} \text{ cm}^3 \text{ molecules}^{-1} \text{ s}^{-1} \), \( f_{\text{CH}_2} = 1.29 \) and \( f_{\text{OH}} = 3.6 \) (Kwok and Atkinson, 1995). The “prim”, “sec” and “tert” refer to primary, secondary and tertiary carbon atoms, respectively, while “OH” and “CH\(_2\)” refer to the oxygen containing and non-oxygen containing bonds, respectively. The need for this modified structure-activity relationship arises because the model does not explicitly keep track of the types of functional groups formed, and thus cannot use parameters unique to the addition of a ketone or alcohol, for example. The above equation is based on the reactivity of alkanes and approximates the addition of equal numbers of ketone and alcohol functional groups (this is where the 0.5 comes from in Eqs. 1b–e). For a \( N_C = 12 \) alkane-like hydrocarbon the calculated \( k_{\text{OH}} = 1.43 \times 10^{-11} \text{ molecule cm}^{-3} \), which can be compared with the measured \( k_{\text{OH}} = 1.32 \times 10^{-11} \) for dodecane (Atkinson, 2003). In principle, the modified \( k_{\text{OH}} \)-structure relationship can be altered to account for any specific starting
compound where, for example, the presence of double bonds may make the reactivity of the SOA precursors much larger than that of the products. Alternatively, reactions of alkenes with O$_3$ can be represented by setting the rate coefficients of the products to zero (assuming only 1 double bond is present).

2.2 Gas-particle partitioning and compound volatility

At each time step in the model, the system is assumed to achieve gas-particle equilibrium, which can be described through partitioning theory (Pankow, 1994). The extent of partitioning for a given compound is governed by the saturation concentration, $C^*$:

$$C^*_i = \frac{MW_i \rho_{\text{sat},i} \zeta_i}{R T}$$

where $MW_i$ is the molecular weight (g mol$^{-1}$), $R$ is the ideal gas constant (8.314 J mol$^{-1}$ K$^{-1}$), $T$ is the temperature (K), $\zeta_i$ is the activity coefficient in the OA phase and $\rho_{\text{sat},i}$ is the (sub-cooled liquid) saturation vapor pressure (Pa) of compound $i$ (which may also represent a class of compounds). We assume $\zeta_i$ is unity, and thus $C^*$ can best be thought of as an effective saturation concentration. In the general model formulation, hydrogen atoms are accounted for in the $MW_i$ by using saturated hydrocarbons when $N_O = 0$ and assuming the number of hydrogen atoms decreases by 1 for each oxygen added; because of the much larger mass of carbon and oxygen atoms, this assumption has a negligible influence on the model results. In addition to $C^*$, the specific distribution of compounds between the particle and gas-phases depends on both the gas and particle phase abundance of that compound ($C_{i,\text{tot}} = C_{i,\text{gas}} + C_{i,\text{aer}}$, gas + aerosol) and the total organic aerosol concentration ($C_{\text{OA}}$) according to (Liang and Pankow, 1996):

$$C_{\text{OA}} = \sum_i C_{i,\text{tot}} \left(1 + \frac{C^*_i}{C_{\text{OA}}} \right)^{-1}.$$
It is well known that $p_{\text{sat}}$ (and thus $C^*$) depends primarily on the length of the carbon backbone and the number and type of functional groups, and secondarily on specific molecular structure (Pankow and Asher, 2008). The addition of a ketone to a hydrocarbon backbone leads to a decrease in vapor pressure by a factor of $\sim 10–20$, an alcohol by a factor of $\sim 160$, and with the addition of a carboxylic acid group simply the product of these two. Previous work shows that the addition of all of these functional group types to SOA-forming hydrocarbons is possible, with some indication that, on average, equal numbers of ketones and alcohols are added (Heald et al., 2010), or that alcohol and carboxylic acid moieties are more prevalent than ketones (Ng et al., 2011; Russell et al., 2011), although under low-NO$_x$ conditions hydroperoxides may also contribute.

In the SOM, only the number of carbon and oxygen atoms is considered rather than specific functional groups. This is because the framework of our model is a carbon/oxygen grid, so we consider the change in vapor pressure on a per oxygen basis rather than on a per functional group basis. Since the addition of a single oxygen-containing moiety decreases the vapor pressure by orders of magnitude, we will use the logarithmic change in vapor pressure, termed $\Delta \text{IVP}$, throughout. For example, it follows that $\Delta \text{IVP}_1 \sim 1$ corresponds to the addition of one oxygen atom as a ketone group (a factor of 10 decrease), while $\Delta \text{IVP} \sim 2.23$ corresponds to an alcohol group (a factor of 160 decrease) (Pankow and Asher, 2008).

The oxygen/volatility relationship (i.e., $\Delta \text{IVP}$) is a tunable parameter in the model. However, it is constrained to the range of possible $\Delta \text{IVP}$ values that fall within the range bounded by ketones ($\Delta \text{IVP} = 1$) and alcohols ($\Delta \text{IVP} = 2.23$). Note that hydroperoxides would have a $\Delta \text{IVP} \sim 1.24$ while nitrate groups would have a $\Delta \text{IVP} \sim 0.74$, both on a per-oxygen basis (Pankow and Asher, 2008). The base volatility of the carbon backbone is calculated as

$$\log_{10} C^* = -0.0337 \text{MW}_{\text{HC}} + 11.56$$

(determined from data in Lide and Kehiaian, 1994), where $\text{MW}_{\text{HC}}$ is the molecular weight of the SOA precursor carbon backbone, including hydrogen atoms.
2.3 Functionalization

Functionalization reactions are considered through the addition of oxygen upon reaction with OH in the presence of O\textsubscript{2}. The number of oxygen atoms added per reaction is a tunable parameter within the model. It is assumed that the OH reaction leads to a distribution of functionalized products where 1, 2, 3 or 4 oxygens can be added as a result of the single OH attack. The probability of adding any given number of oxygen atoms is specified, with the total probability of oxygen addition summing to unity (i.e., reactions always lead to oxygen addition). For example, if it is assumed that a single OH reaction leads to a distribution of products where 50\% have added 1 oxygen, 50\% 2 oxygens and no contributions from 3 or 4 oxygens, the functionalization probability array would have the form \( P_{\text{func}} = [1, 2, 3, 4] = [0.5, 0.5, 0.0, 0.0] \). Note that it is straightforward to translate the distribution of generations shown in Fig. 1 to number of oxygens if it is assumed that only \( n \)-oxygens are added per reaction (and no fragmentation), but if a distribution of oxygens is added per reaction, then generation number and oxygen content cannot be shown in such a simple manner.

Again, the type of functional group added (e.g., ketone vs. alcohol) is not explicitly tracked. However, once the oxygen/volatility relationship is specified, one can in principle infer the average number of hydrogen atoms in any grid cell in the carbon/oxygen matrix. Recently, there has been interest in understanding how OA evolves in the space defined by the H:C and O:C ratio, i.e., a “van Krevelen” plot (e.g., Heald et al., 2010); any given point in this space can be characterized by the mean oxidation state, defined as \( \text{OS}_C = 2 \text{O:C} - \text{H:C} \) (Kroll et al., 2011). \( \text{OS}_C \) is implicitly a part of the SOM because, by specifying a specific value for \( \Delta \text{IVP} \) the evolution of the hydrogen content of the system is effectively constrained. The addition of an alcohol functional group increases O:C but leaves H:C unchanged, whereas the addition of a ketone decreases H:C and increases O:C. If the \( \Delta \text{IVP} \) is viewed simply as a linear combination of ketone and alcohol group addition, then the evolution of the hydrogen content (and thus of \( \text{OS}_C \)) can be determined. This, of course, ignores contributions of hydroperoxides or
other functional groups but can provide a first order constraint on the mean OA OS\textsubscript{C}. For example, if $\Delta$IVP = 1.6, this corresponds approximately to equal addition of ketones and alcohols. So, for the addition of 1 oxygen to an alkane SOA precursor, the functionalized product will have lost, on average, 1 hydrogen atom. By specifying $\Delta$IVP, the slope in a van Krevelen plot is essentially being specified a priori; if $\Delta$IVP = 1 then the van Krevelen slope is $-2$, whereas if $\Delta$IVP = 2.2 the van Krevelen slope is 0.

### 2.4 Fragmentation

There is a probability that reaction with OH will lead to C-C bond scission, fragmenting the SOA precursor into two, smaller molecules. Because fragmentation is generally considered to be more likely when OH attack occurs near an already existing oxygenated functional group, the probability of fragmentation of a given molecule upon reaction is parameterized as:

$$P_{\text{frag}} \text{ (per reaction)} = c_{\text{frag}} N_O$$

where $c_{\text{frag}}$ is a tunable parameter. The functional form of this fragmentation operator is found to be preferable to that proposed in Jimenez et al. (2009) ($P_{\text{frag}} = (N_O/N_C)^{1/6}$) since this operator predicts very large fragmentation probabilities for small molecules (which have large O:C ratios for the addition of even a few oxygen atoms) and results in run-away fragmentation, making it very difficult to form SOA from small $N_C$ compounds. The linear dependence on $N_O$ (Eq. 4) prevents small molecules from excessively fragmenting upon the addition of the first oxygen. However, other functional forms for $P_{\text{frag}}$ are possible and have been tested, such as a more general variation on the Jimenez et al. (2009) relationship:

$$P_{\text{frag}} \text{ (per reaction)} = \left(\frac{N_O}{N_C}\right)^{m_{\text{frag}}}$$

### 3307
where $m_{\text{frag}}$ is a constant (that is larger than 1/6). As will be shown in Sect. 4, both functional forms provide good agreement with observations. Determination of the preferred functional form for $P_{\text{frag}}$ is the subject of future work.

Upon fragmentation, the distribution of product molecules amongst all possible choices is computed in one of two ways. (1) A random probability for the location of the C-C bond scission and thus the resulting size of the scission product. The corresponding species is then deduced from what atoms remain so as to achieve mass balance. (2) Fragmentation leads to production of only C$_1$ species, (i.e., CO$_2$, HCHO, CO, or CH$_4$), along with the appropriate co-product. The first method rapidly distributes mass amongst the entire carbon/oxygen matrix, whereas the second method more slowly leads to the production of fragments with $N_C$ much less than the SOA precursor. As with the addition of distributions of oxygens per reaction, fragmentation further complicates the relationship between generation number and oxygen content, and requires specific consideration of the distribution of molecules in a 3-D space defined by $N_C$, $N_O$ and abundance, with properties of every molecule (i.e., $N_C/N_O$ pair) explicitly specified according to the relationships defined in the previous sections.

3 Results and discussion

3.1 Oxidation trajectories through the carbon/oxygen space

3.1.1 No fragmentation

A model run is first used to consider the case where no fragmentation ($c_{\text{frag}} = 0$) occurs. In this case, reactions of the gas-phase SOA precursor with OH will lead to the production of products with the same carbon number ($N_C$), as illustrated in Fig. 1. Starting from a single compound (e.g., dodecane), the rate at which the overall system (gas + particle) adds oxygen is controlled by the functionalization array, $P_{\text{func}}$. However,
the rate at which the aerosol becomes oxygenated will additionally be determined by the instantaneous aerosol mass loading, the specific compound volatilities and the assumed ΔlVP. As oxidation proceeds, increasing amounts of lower volatility (higher NO) products in the distribution will be produced.

Products with lower volatility partition more strongly to the particle-phase than comparably higher volatility compounds. Aerosol composition depends on these volatility differences and the absolute abundance of each compound. The evolution of the particle composition depends on the interplay of these two factors, along with the variation in the total C_{OA}. Without fragmentation, the ability to add oxygen to the particle phase is limited by the decreasing volatility of the products upon oxygen addition. There is an upper limit to the addition of oxygen that is governed by partitioning theory since once a compound becomes of sufficiently low volatility (i.e., >99 % partitioned to the particle phase) the rate of gas-phase oxidation becomes negligible and further oxygen addition becomes slow. Ultimately, this limit is governed almost entirely by the combination of the SOA gas-phase precursor NC and the assumed ΔlVP per reaction.

For a fixed value of ΔlVP, the variation in O:C with NC can be calculated and has a fixed relationship that is controlled almost entirely by partitioning. Synthesis of field observations of O:C and H:C for ambient aerosol suggests that, on average, ketone (or aldehyde) and alcohol groups make up SOA in approximately equal abundances (Heald et al., 2010) or that alcohols are added with slightly greater frequency (Ng et al., 2011). (Note that the addition of e.g., hydroperoxides will alter the O:C/H:C relationship somewhat.) The former corresponds to a mean ΔlVP of ~1.6. In broad terms, SOA precursors can be classified as volatile organic compounds (VOC, C* > 10^6 µg m^{-3}), intermediate volatility organic compounds (IVOC, 10^6 µg m^{-3} > C* > 10^3 µg m^{-3}) or as semi-volatile organic compounds (SVOC, C* < 10^3 µg m^{-3}) (Jathar et al., 2011). Using these designations, saturated hydrocarbons with NC < 12 are VOCs, 12 ≤ NC < 18 are IVOCs and NC ≥ 18 are SVOCs (Fig. 2a). Previously unaccounted for contributions of IVOCs and SVOCs have been invoked to explain some of the “missing mass” in air quality or chemical transport models, with some models now suggesting that
contributions from these species account for more than half the OA burden in many regions, including global averages (Jathar et al., 2011).

The O:C vs. \( N_C \) relationship has been calculated assuming \( \Delta l_{VP} = 1.0, 1.6 \) or 2.2 and no fragmentation. Results are reported after 10 h of reaction assuming that (1) \( \tau_{OH} = 1 \) for the SOA precursor at 10 h, (2) \( C_{OA} = 10 \mu g \text{ m}^{-3} \) at 10 h and (3) only 1 oxygen is added per reaction. The initial SOA gas-phase precursor concentration (termed \([HC]_0 \)) was adjusted for every \( \Delta l_{VP} \) value to achieve \( C_{OA} = 10 \mu g \text{ m}^{-3} \) at 10 h. The \( \tau_{OH} = 1 \) assumption constrains \([OH]\) to be around \( 2 \times 10^6 \) molecules cm\(^{-3} \), a typical daytime value. There is a direct relationship between \( N_C \) and the calculated mean O:C, with smaller \( N_C \) values producing aerosol with larger O:C (Fig. 2b). The variation in O:C with \( N_C \) for a given \( \Delta l_{VP} \) follows a power law relationship. The calculated O:C has some dependence on \( \Delta l_{VP} \) and is somewhat larger for smaller \( \Delta l_{VP} \), although the overall range is relatively small, especially for larger carbon number SOA precursors. This is an expected result since an SOA precursor must react more times (add more oxygen) in order to achieve sufficiently low volatility to partition to the aerosol when \( \Delta l_{VP} \) is small.

There is a direct relationship between the calculated aerosol yield and both \( N_C \) and \( \Delta l_{VP} \). (Aerosol yield is defined as \( C_{OA}/[HC]_0 \).) Larger \( N_C \) produce larger yields, as has previously been observed for reactions of alkanes under high-NO\(_x\) conditions (Jordan et al., 2008). (The smaller yields calculated here result primarily from the much lower \( C_{OA} \) in the calculations vs. the experiments.) Larger \( \Delta l_{VP} \) also results in higher yields for a given \( N_C \) (Fig. 2c). Since \( C_{OA} \) for all simulations was the same, this variation in yield is driven entirely by the need for larger \([HC]_0 \) values at smaller \( \Delta l_{VP} \); as \( \Delta l_{VP} \) decreases a greater amount of initial (gas-phase) mass is needed to produce a fixed amount of aerosol after one lifetime.

The explicit time evolution of the mean particle O:C is considered to understand how this intensive property is expected to vary throughout a typical laboratory photooxidation experiment. Results are shown for \( N_C = 12 \) assuming \( \Delta l_{VP} = 1.6 \) and 1 oxygen added per reaction and using \([HC]_0 = 195 \mu g \text{ m}^{-3} \) at \([OH] = 1.94 \times 10^6 \) molecules cm\(^{-3} \).
(which gives 10 µg m\(^{-3}\) over 10 h = 1 lifetime). Initially, the O:C is near zero and then increases rapidly, before plateauing and slowly decreasing with time (Fig. 3a). However, if only the period where \(C_{\text{OA}}>0.01\ \mu\text{g m}^{-3}\) is considered, which is below the detection of most modern instrumentation, the O:C is seen to continuously, albeit very slowly decrease as aerosol forms (Fig. 3b). This behavior is due to a competition between the production rate of lower-volatility species with high O:C and the increase in \(C_{\text{OA}}\), which as it increases enhances the partitioning of somewhat higher volatility species with lower O:C to the particle phase. However, it is not only the increasing \(C_{\text{OA}}\), but also the increasing concentrations of the individual product molecules that drives up the particle-phase abundance. Overall the variation in O:C with \(C_{\text{OA}}\) over the range pertinent to the atmosphere (i.e., measurable) is relatively small, with O:C over the range \(0.1\ \mu\text{g m}^{-3}<C_{\text{OA}}<10\ \mu\text{g m}^{-3}\) decreasing from 0.33 to 0.27. The magnitude of this decrease does depend somewhat on \(N_{\text{C}}\); larger decreases are generally found for smaller \(N_{\text{C}}\) compounds (not shown). There is some dependence of the O:C results on the assumed \([\text{HC}]_{0}\). For example, if smaller \([\text{HC}]_{0}\) values are specified to give smaller \(C_{\text{OA}}\) after 10 h of reaction than above, the O:C is generally slightly larger than that calculated at an equivalent \(C_{\text{OA}}\) during the \(C_{\text{OA}}=10\ \mu\text{g m}^{-3}\) simulations (up to O:C = 0.36 at 0.1 µg m\(^{-3}\); Fig. 3b).

Figure 2b indicates that only those compounds with \(\sim 11\) or fewer carbon atoms produce OA with O:C > 0.4 after 1 lifetime of oxidation, which corresponds approximately to an atmospheric timescale of approximately 1–2 days at \(\sim 2 \times 10^6\ \text{molecules cm}^{-3}\). To obtain an O:C > 0.8, which has been observed for the most oxidized organic aerosol factor in ambient measurements (Ng et al., 2011), requires the SOA precursor to have less than 6 carbon atoms. The model results suggest that gas-phase processing of IVOC’s and SVOC’s (with \(N_{\text{C}} \leq 12\)) will primarily lead to the formation of SOA with relatively low O:C values (<\(\sim\)0.4) at these levels of oxidation, neglecting any fragmentation reactions, which will be considered below.
3.1.2 Fragmentation included

In principle, C-C bond scission reactions should lead to OA with a higher O:C than without fragmentation. This is because smaller molecules require more oxygen in order to partition to the particle phase. In the model, it is possible to explicitly consider to what extent this might occur. It must be emphasized that fragmentation will not only influence O:C, but will also impact the calculated aerosol yield as well as the kinetics of aerosol growth.

The role of fragmentation is considered using the $N_C = 12$ SOA precursor as a test case. The probability of fragmentation is varied by adjusting the parameter $c_{\text{frag}}$ in Eq. (4) and by assuming either random fragmentation (case 1) or “small fragments” (case 2). (The general results are unchanged if the $P_{\text{frag}}$ expression in Eq. 5 is instead used.) Two situations will be considered, one (case A) where the $[\text{HC}]_0$ is fixed and one (case B) where $[\text{HC}]_0$ is adjusted for each value of $c_{\text{frag}}$ to keep $C_{\text{OA}}(10 \text{ h}) = 10 \mu g \text{ m}^{-3}$. For case A, $[\text{HC}]_0$ is selected to give $C_{\text{OA}}(10 \text{ h}, \tau_{\text{OH}} = 1) = 10 \mu g \text{ m}^{-3}$ when $c_{\text{frag}} = 0$. In all cases it is assumed that $\Delta \text{VP} = 1.6$.

The primary finding is that, for all of the possible combinations of the above cases, the calculated O:C varies only over a very small range. Interestingly, the inclusion of fragmentation actually often leads to a decrease in the O:C. Consider cases 1B and 2B. In going from $c_{\text{frag}} = 0$ to $c_{\text{frag}} = 0.4$, the O:C (at 10 h) decreases from 0.27 to 0.22 or 0.25, respectively. For both cases 1A and 2A, the O:C increases slightly from 0.27 to 0.29 as $c_{\text{frag}}$ increases from 0 to 0.2. However, for cases 1A and 2A, the amount of aerosol produced at 10 h drops precipitously, to 5.2 and 1.5 $\mu g \text{ m}^{-3}$ (case 2A) or 6.1 and 2.8 $\mu g \text{ m}^{-3}$ (case 2B), as $c_{\text{frag}}$ increases to 0.1 or 0.2, respectively. Thus, fragmentation has a much larger influence on the calculated aerosol yield than it does on the O:C and fragmentation in the gas-phase is found to be a very inefficient way to increase the O:C of SOA.
There is a variety of molecular evidence to suggest that fragmentation occurs during photooxidation of SOA precursors (such as the observation of formaldehyde, formic acid or other small molecules during a photooxidation experiment; Lee et al., 2006). Thus, it is likely that if fragmentation is not included aerosol yields will be over-predicted (for a given \([\text{[HC]}_0]\)), especially for small \(N_C\) compounds. A model that does not include fragmentation would likely find it necessary to use a lower value of \(\Delta l_{VP}\) in order to reduce the yield. However, this would likely lead to a slight over-prediction of the aerosol O:C and, more importantly, would also influence the time-evolution of the OA formation. Similarly, a model that assumed the fragmentation probability to be too large (such as if \(P_{\text{frag}} = (\text{O:C})^{1/6}\)) will have difficulty forming OA for small \(N_C\) compounds.

Since intuition might suggest that the O:C of OA should increase when fragmentation is included, it is important to consider in some detail why this is not the case. First, although fragmentation does lead to the production of species that have a higher O:C before partitioning to the particle phase (i.e., species with \(N_C < \text{SOA precursor}\)), these species ultimately contribute very little to the total OA mass. For the specific cases considered above, approximately 80% of the OA mass is comprised of compounds with \(N_C\) equal to the SOA precursor compound. Much of the material with \(N_C\) equal to the SOA precursor condenses efficiently to the particle phase before fragmentation, which by itself limits the gas-phase production rate of smaller \(N_C\) compounds. Additionally, the fragments themselves have a greater probability of fragmenting prior to condensation because they persist longer in the gas-phase and undergo additional reactions to obtain a sufficiently high oxygen content to facilitate efficient condensation. In other words, the more times that a molecule reacts, the more chances it has to fragment (i.e., the total fragmentation probability for a given molecule is the product of the \(1 - P_{\text{frag}}\) terms for prior reactions). Finally, because we assume that the probability of fragmentation scales with oxygen content, for even the \(N_C = \text{SOA precursor}\), fragmentation will serve to depress somewhat the formation of the highest O:C species. In Fig. 4 the probability distribution of having \(n\)-oxygens per molecule in the particle-phase is shown for the no-fragmentation and the small fragments case (case 2B). Overall, fragmentation
moves the oxygen distribution towards molecules with fewer oxygen atoms, at least on the $\tau_{OH} = 1$ timescale considered here (the behavior at larger $\tau_{OH}$ is considered in Sect. 3.1.5).

If the same calculations are performed for other $N_C$ compounds (from 5–20 carbon atoms), it is found that, in general, fragmentation leads to a small reduction in O:C for $N_C > 11$ and a slight increase for $N_C < 9$ (see Fig. 2b, calculated assuming $c_{\text{frag}} = 0.2$ and $C_{OA} (10 h) = 10 \mu g m^{-3}$). Again, fragmentation does not lead to a significant change in the mean particle O:C. However, fragmentation does strongly influence the calculated aerosol yield, with the influence of fragmentation becoming greater as $N_C$ decreases (Fig. 5). As already discussed, fragmentation suppresses OA formation and thus a greater amount of initial hydrocarbon is necessary to produce the same $C_{OA}$ at a given OH exposure. This serves to decrease the aerosol yield. The effect is much more pronounced for small compounds that must undergo many more gas-phase reactions than larger ones before sufficient oxygen is added to facilitate efficient condensation. Fragmentation will have a more pronounced influence on yields if smaller values of $\Delta lVP$ are assumed because, again, molecules must go through more reactions to add sufficient oxygen.

Thus, the overall influence of fragmentation is largest for small compounds and when $\Delta lVP$ is assumed to be small. Additionally, if the fragmentation probability (i.e., $c_{\text{frag}}$) is assumed to be larger, the ratio between yields without and with fragmentation grows. If the $P_{\text{frag}}$ becomes large enough, OA formation by small compounds can be completely suppressed. If we assume, for example, that $P_{\text{frag}} = (O:C)^{1/6}$ (Jimenez et al., 2009) it is nearly impossible to form SOA from compounds with $N_C < 10$ without assuming large $\Delta lVP$ values. Future work will be focused on constraining the fragmentation operator based on laboratory smog chamber aerosol growth experiments, although preliminary analysis indicates that $c_{\text{frag}}$ is $\sim 0.25$ (or that $m_{\text{frag}} \sim 0.4$; see Sect. 4).

To relate the output of the SOM to other model formulations, such as the VBS, the distributions of individual compounds can be binned by mass into logarithmically spaced $C^*$ bins, and the evolution of this distribution throughout a reaction can be
calculated. An example is shown in Fig. 6 for the $N_C = 12$ simulation from above (Case 2b), although now the simulation has been run for many more lifetimes of oxidation (up to $\tau_{OH} = 5$ is shown). The distribution of products comprising both the total and the particle-phase only are continuously evolving, as expected given the continued reactivity of the products. The evolution of the total mass provides a visual example of the statistical nature of the oxidation process in the SOM (similar to that in Fig. 1), while the particle-phase shows the combined effects of volatility, the abundance of compounds in a given log $C^*$ bin and the total $C_{OA}$. This provides a clear indication that the product yields are not static as a reaction proceeds, and has implications for the interpretation of laboratory aerosol yield curves when such interpretations are formulated in terms of static yields, as with the 2-product model (Odum et al., 1996) or VBS (Donahue et al., 2006).

### 3.1.3 Oxygen addition

In the previous sections, it was assumed that each reaction with OH led to the addition of only 1 oxygen atom. In this case, for a molecule to obtain e.g., 5 oxygens it would undergo at least 5 reactions. It is possible for some reactions to add more than 1 oxygen, most notably for the oxidation of aromatic compounds or of compounds containing double bonds, but also potentially for saturated compounds. In the SOM, up to 4 oxygen atoms can be added per reaction, where we assume, given the molecular complexity of oxidation mechanisms, that some distribution of oxygen atoms are added per reaction (e.g., 50 % add 1 oxygen and 50 % add 2 oxygens). Below, the influence of the assumed number of oxygens per reaction on the O:C and aerosol yield is explored.

Consider a SOA precursor compound that adds 1, 2, 3 or 4 oxygens per reaction. The more oxygens that are assumed to be added per reaction, the faster that the system will form “low” volatility compounds that can condense efficiently to the particle phase. Further, if fragmentation is included, because compounds that add more oxygen atoms per reaction ultimately go through fewer reactions prior to condensation, the influence of fragmentation is suppressed. This is true even though $P_{\text{frag}}$ for an
individual species is assumed to be proportional to $N_O$, since it is the net fragmentation probability that most matters to the system (which is determined by the combination of the number of reactions and the specific $P_{\text{frag}}$ values). As a specific example, again a $N_C = 12$ SOA precursor is used. The variation in $C_{OA}$, aerosol yield and O:C have been calculated for addition of 1, 2, 3 or 4 oxygens per reaction. The $[HC]_0$ were selected to produce $C_{OA} = 10 \mu g \text{ m}^{-3}$ after 3 oxidation lifetimes ($30 \text{ h at } 2 \times 10^6 \text{ molecules cm}^{-3}$), assuming $\Delta \text{IVP} = 1.6$ and no fragmentation. Additional calculations were performed assuming that $P_{\text{func}} = [0.25, 0.25, 0.25, 0.25]$, or that $\Delta \text{IVP} = 1.0$ or 2.2 for 1 oxygen per reaction for comparison.

The assumed number of oxygens per reaction has a strong influence on the temporal evolution of the aerosol mass and the shape of yield and growth curves (Fig. 7). For example, there is a long time-lag before significant OA forms for the 1-oxygen case, whereas for the 4-oxygen case OA is formed nearly instantaneously. This difference should not be surprising, since the addition of more oxygen atoms per reaction leads to more rapid production of sufficiently low volatility material, and thus OA will form at a faster rate. However, it does suggest an important result, namely that the shape of a growth curve and the temporal evolution of OA formation can together be used to deduce the approximate number of oxygens added per reaction for a given system. Consider the low-NO$_x$ oxidation of toluene, as an example (Ng et al., 2007). For this system, the growth curve (i.e., $C_{OA}$ vs. $\Delta [HC]$) is nearly linear, suggesting that 3 or 4 oxygens are added per reaction, which is consistent with the low-NO$_x$ oxidation mechanism (Ng et al., 2007).

Traditionally, growth curves are presented as $C_{OA}$ vs. $\Delta [HC]$, the amount of SOA precursor reacted. To facilitate comparison with results from the SOM as well as between different experiments, growth curves should instead be presented with the x-axis as a fraction of the total initial hydrocarbon reacted ($f_{HC}$), rather than as an absolute change in the hydrocarbon concentration. By using $f_{HC}$, one can more easily identify the point at which all of the hydrocarbon has reacted. Previous work has argued that an increase in $C_{OA}$ when $f_{HC}$ approaches 1 is an indication of contributions of “second-generation”
products (Ng et al., 2006). However, as is clear from the SOM results, at any point in the reaction there is a statistical distribution of multiple generations of products in photo-oxidation experiments. Thus the continued SOA growth as $f_{HC} \rightarrow 1$ is due to production not only of second-generation products, but formation and continued simultaneous evolution of many generations of products. This is in contrast to $O_3 +$ alkene oxidation experiments, where it really is second-generation products being formed (for systems that have two double bonds).

There is a relatively weak dependence of O:C on the assumed oxygens per reaction (Fig. 7d), although the specific dependence is non-intuitive. Consider that, for the $N_C = 12$ case here, the 3-oxygens per reaction case gives the highest O:C. This is because the $N_C = 12, N_O = 3$ compound has a volatility of $C^* = 10.7 \mu g \text{m}^{-3}$. At $C_{OA} = 10 \mu g \text{m}^{-3}$, a significant amount of material remains in the gas-phase available to undergo further reactions that add 3 additional oxygens. For the 4-oxygens per reaction case, the very low volatility of the first-generation products makes subsequent gas-phase reactions and oxygen addition very slow. As with the 4-oxygens per reaction case, for 1 or 2 oxygens per reaction the oxygen addition is slow once the precursor gas has added 4 oxygens. However, the molecular complexity of oxidation reactions suggests that a distribution of oxygens per reaction will likely be added, and thus, although illustrative, the cases considered above may not be general. To address this, calculations have been performed where it is assumed that 1, 2, 3 and 4 oxygens are added per reaction with equal probability. In this case, the O:C evolves approximately as an average of the individual cases (Fig. 7d).

The number of oxygen atoms added per reaction is not the only factor that controls the shape of yield or growth curves. The specific value of $\Delta$IVP also influences the temporal evolution of the system by altering the rate at which sufficiently low volatility material is produced. The influence of $\Delta$IVP can be assessed by recalling that the likely range over which $\Delta$IVP varies is from 1 to 2.2 (a $\Delta$ of 1.2), which can then be compared to the influence of adding an additional oxygen. For a fixed $\Delta$IVP, every additional oxygen will decrease the volatility by $\Delta$IVP, which will usually be greater.
than the difference between the ketone-only ($\Delta lVP = 1$) and alcohol-only ($\Delta lVP = 2.2$) cases. Therefore, variations in the assumed number of oxygens added per reaction are expected to have a greater influence on the shape of the yield or growth curves than differences in the assumed $\Delta lVP$, as is evident from Fig. 7b.

3.1.4 Oxidation of multi-component mixtures

Only single component SOA precursor reactions have been considered thus far. In the atmosphere, simultaneous oxidation of many different precursors occurs. To assess the generalizability of the single component results, oxidation simulations have been carried out for a mixture of precursor compounds, using $N_C = 15$ to $N_C = 5$. The initial gas-phase concentrations were adjusted such that after 10 h of simulation at $[OH] = 2 \times 10^6$ the total abundance of products from each of the individual precursors were approximately equal (around 0.9 $\mu$g m$^{-3}$ each to give $C_{OA,\text{total}} = 10$ $\mu$g m$^{-3}$). So that products from individual precursors could be identified $c_{\text{frag}}$ was set to zero and for simplicity 1 oxygen was assumed added per reaction. The mean O:C for each group of compounds originating from a specific precursor (i.e., $N_C = 15$ only) was calculated and can be compared with the O:C values obtained from the single-compound simulations. For these specific conditions, the O:C for compounds with $N_C > 13$ were negligibly increased (e.g., 0.157 to 0.163 for $N_C = 15$) while the O:C for smaller compounds decreased slightly (e.g., 1.11 to 1.02 for $N_C = 5$). The differences were slight in all cases, indicating that the single-component results are general.

3.1.5 Ageing, dilution and SOA formation timescales

Given sufficient time or sufficiently high OH concentrations, all of the SOA precursor will react away. At this point it is reactions of the product molecules that lead to continued SOA growth. Once again, the $N_C = 12$ system is considered, but now the calculations are run for 50 days at $[OH] = 2 \times 10^6$ molecules cm$^{-3}$, still assuming $\Delta lVP = 1.6$, ...
1 oxygen per reaction and that \( C_{OA} = 10 \mu g m^{-3} \) at the end of the simulation. (This is equivalent to \( \sim 60 \) lifetimes of oxidation for an alkane-type \( N_C = 12 \) precursor. Note that equivalently a higher [OH] and shorter timescale could be used.) With \( c_{frag} = 0 \), the SOA produced rapidly reaches the maximum yield (by around 3 lifetimes). The mean O:C reaches a minimum of 0.33 around 3 lifetimes, after which it very slowly increases to a plateau at \( \sim 0.4 \) at 60 lifetimes. The increase in O:C is slow because the majority of the available material by that point exists in the particle phase, and thus gas-phase oxidation becomes slow and the particle composition does not change much with time.

If fragmentation is included (with \( c_{frag} = 0.2 \)), somewhat different results are obtained. The \( C_{OA} \) peaks and then decreases as, over time, gas-phase reactions convert lower volatility long-chain species into higher volatility short-chain species, thus causing evaporation from the particle phase and decreasing the particle mass. However, some of this evaporated mass reacts and is recycled to the particle phase as higher O:C material leading to a substantial increase in the O:C over time (from 0.35 at the minimum to 0.62 at 60 lifetimes). Now the result expected above is obtained; fragmentation does lead to production of OA with elevated O:C, compared to the no fragmentation case. However, this only occurs after many lifetimes of oxidation, i.e., once \( >99 \% \) of the SOA precursor hydrocarbon has reacted, which will usually correspond to very long time-scales (days to weeks) in the atmosphere. We therefore still conclude that fragmentation in the gas-phase is generally an inefficient pathway for increasing the O:C of OA.

The large potential variation in O:C above must be reconciled with timescales associated with the production of SOA mass in the atmosphere, where strong SOA production often occurs at relatively short times and close to sources (e.g., Dzepina et al., 2009). (Recall that for a \( N_C = 12 \) alkane-type hydrocarbon, 1 lifetime is approximately equal to 10 h, or \( \sim 1 \) day of sunlight, of ageing at \( 2 \times 10^6 \) molecules cm\(^{-3} \).) Thus, the above calculations, although illustrative, may not have much relation to what occurs in the atmosphere because to limit SOA production to \( 10 \mu g m^{-3} \) over 60 lifetimes required that the \( C_{OA} \) at short lifetimes were very small and at 1 lifetime were almost negligible.
Therefore, similar calculations have been performed where the [HC]₀ values were increased so that \( \text{COA}(\tau_{\text{OH}} = 1) = 1 \mu \text{g m}^{-3} \). The calculated O:C still increase over long times, especially with fragmentation included, although by less than the case above (Fig. 8). However, an unrealistically large amount of SOA is now formed at longer lifetimes, up to 100 \( \mu \text{g m}^{-3} \). Such substantial SOA production over long timescales is inconsistent with atmospheric observations, although over such long atmospheric timescales dilution of an airmass with “background” air must be computed.

Calculations have therefore been performed assuming that the gas + particle system is diluted with “background” air (where gas and particle concentrations are assumed zero) at a rate of 5 \% h⁻¹, but still with \( \text{COA}(\tau_{\text{OH}} = 1) = 1 \mu \text{g m}^{-3} \). Initially the \( \text{COA} \) and O:C follow the no-dilution case, but with dilution the \( \text{COA} \) peaks around 3 lifetimes (at \( \text{COA} \sim 10 \mu \text{g m}^{-3} \)) and then falls to zero after \( \sim 10 \) lifetimes. (The details depend on the assumed dilution rate, but the general results are independent.) As the \( \text{COA} \) decreases, the O:C for both the fragmentation and no-fragmentation cases begin to rise rapidly. This is a result of preferential evaporation and subsequent reaction of the more volatile components that have lower O:C values, and condensation of the higher O:C products, as the system is diluted.

Above, it was assumed that [OH] = \( 2 \times 10^6 \) molecules cm⁻³, a typical daytime average value. However, higher OH concentrations are sometimes observed in the atmosphere. When [OH] is increased, the lifetime vs. actual time relationship is modified, with the timescale for oxidation being compressed. For example, at [OH] = \( 1 \times 10^7 \) molecules cm⁻³, 2 h \( \sim 1 \) lifetime. At this larger OH concentration, the O:C that can be obtained over 1 day is increased somewhat over the smaller OH case because more reactions occur (and thus more oxygen is added). However, although oxidation proceeds faster, dilution will play a less important role because of the shorter timescale (assuming a constant dilution rate), which suppresses the O:C that can be obtained at a given lifetime relative to oxidation at lower OH. Overall, these computational results indicate that ageing and dilution can, in principle, lead to SOA with high O:C. However, noting that these calculations used the smallest \( N_C \) IVOC (\( N_C = 12 \)), it
can be generally concluded that over timescales of ~1 day or less it is difficult to form SOA with high O:C (>0.4) from IVOCs and SVOCs, even at high OH.

### 3.2 SOA volatility vs. O:C

The volatility (i.e., $C^*$) of the individual compounds comprising the SOA formed can be monitored throughout the reaction. Although lower volatility compounds have a greater propensity to reside in the particle phase, Eq. (3) shows that the absolute abundance of a given compound in the particle phase also depends on the total abundance of that compound. Just because a compound has a relatively high volatility does not mean that it will not exist in the particle phase with significant abundance. The mean $\log C^*$ value of the condensed phase products, weighted by mass, has been computed along with the mean O:C for Case 2B from Sect. 3.1.2 (i.e., 10 µg m\(^{-3}\) formed over 1 lifetime of oxidation, including fragmentation, with $\Delta IVP = 1.6$ and 1 oxygen added per reaction). The trajectory of the OA through the space defined by O:C and $\log C^*$ (Jimenez et al., 2009; Donahue et al., 2011) is shown in Fig. 9. As OA forms, the mean volatility reaches a minimum where the O:C reaches a maximum. However, both occur when only very little OA has formed. The “fishhook” behavior occurs around the point when OA formation begins in earnest (e.g., $C_{OA} > 0.01$ µg m\(^{-3}\)), which is when more than just the very lowest volatility components begin to contribute in a substantial way (in a similar manner to what was shown in Fig. 3a). Because the system is controlled by gas-particle partitioning, the mean OA volatility never falls much below $\log C^* = 0$. This is because, as already shown, fragmentation does not efficiently lead to the production of significant amounts of low volatility (high O:C) material. For these examples the model is run until 10 µg m\(^{-3}\) has formed so it should not be surprising that the mean $\log C^*$ for all $N_C$ SOA precursors ends up around 10 µg m\(^{-3}\).
3.3 Formation of oxidized organic aerosol

Ambient SOA is a complex mixture of compounds. Factor analysis of ambient OA time-series measurements (Ulbrich et al., 2009; Zhang et al., 2011), coupled with estimates of OA volatility (Huffman et al., 2009a; Cappa and Jimenez, 2010) provide some constraints on the likely range of values for O:C and volatility of ambient SOA. Factor analysis results suggest that SOA can be equated with a general “oxidized” organic aerosol (OOA) factor, which can be further subdivided into “low volatility” and “semi volatile” components (LV-OOA and SV-OOA, respectively), each with distinct properties (Jimenez et al., 2009). Jimenez et al. (2009) suggest a range of likely values for the O:C and log $C^*$ for LV-OOA and SV-OOA (shown in Fig. 9). It is evident that gas-phase reactions, coupled with gas-particle partitioning theory, does not lead to the production of material with sufficiently low volatility so-as to be classified as LV-OOA, and even the SV-OOA category is limited. However, and perhaps more importantly, it is clear that only a small subset of $N_C$ yields SOA with O:C that is consistent with LV-OOA or SV-OOA formation on relatively short time-scales (about 1 day). In the case of SV-OOA, compounds with $8 \leq N_C \leq 11$ are needed. For LV-OOA compounds with $N_C \leq 8$ are needed. Oxidation of the vast majority of IVOC and of all SVOC compounds will not lead to SOA with sufficiently high O:C to match OOA, even when fragmentation is included.

It is possible to shift this range of $N_C$ somewhat by altering the assumed $\Delta l_{VP}$ towards lower values, but only within well-defined limits constrained by physical expectations (i.e., it is generally not appropriate to assume $\Delta l_{VP} < 1$). Additionally, observations suggest that such small $\Delta l_{VP}$ values are unlikely, as much ambient OA moves along a line in van Krevelen space (a graph of H:C vs. O:C) that indicates equal addition of alcohols and ketones, or greater addition of alcohol groups (Heald et al., 2010; Ng et al., 2011). Also, as $\Delta l_{VP}$ is decreased aerosol yields decrease (cf. Fig. 2), and thus any choice of $\Delta l_{VP}$ must be reconciled self-consistently with laboratory observations of aerosol yields.
Previously, highly oxidized (O:C > 0.5) SOA produced from photooxidation of heptadecane (an IVOC with N_C = 17) under high-NO_x conditions and low C_OA (∼2 µg m^{-3}) has been observed (Presto et al., 2009). It was suggested that fragmentation of the heptadecane in the gas-phase and subsequent reaction and condensation of highly oxidized fragments was the likely reason for the formation of the highly oxidized OA. The results from the SOM suggest that this is not a likely mechanism. Presto et al. (2009) used high [OH] (∼2 × 10^7 molecules cm^{-3}) with low precursor concentrations to produce the OA and, by the end of the experiments, the reaction had gone through multiple oxidation lifetimes (∼3). We have simulated the general reaction conditions from Presto et al. (2009) and find that the calculated O:C is <0.20, even when fragmentation is included. The reason for this model/measurement discrepancy is unknown. The model results are, however, quantitatively consistent with the O:C observed for low-NO_x, low-C_OA experiments presented in the same study (observed O:C = 0.17).

### 3.4 On the viability of a POA-to-gas-to-SOA pump

Semi-volatile compounds by definition are those that exist with significant abundances in both the gas and particle phases. In the context of partitioning theory, this corresponds to those compounds that have C^* values within an order of magnitude of the total C_OA; compounds with C^* values much greater or lower than this will exist predominantly in one phase or the other. As semi-volatile compounds are oxidized in the gas-phase, this will shift the partitioning of the semi-volatile OA components towards the gas-phase where they can now be oxidized. After 1 oxidation reaction these semi-volatile compounds likely become sufficiently low volatility to partition strongly back to the particle phase, assuming no fragmentation takes place. This “pumping” mechanism can, in principle, lead to a more oxidized OA being formed but without a significant increase in OA mass (Kroll et al., 2007). There have been some suggestions that this pumping mechanism can explain the evolution of OA in biomass burning plumes as they age (Capes et al., 2008), effectively converting primary organic aerosol (POA) to
SOA (sometimes termed oxidized POA, or OPOA; Miracolo et al., 2010). Note that the SOM inherently includes this pumping mechanism since reactions are assumed to occur solely in the gas-phase and gas-particle equilibrium is assumed throughout.

The importance of this mechanism for increasing aerosol O:C will depend upon a few key factors: (1) the rate of oxidation of the semi-volatile compounds, (2) the rate of formation of SOA from compounds already present in the gas-phase, (3) the volatility of the SOA precursor and (4) the likelihood of fragmentation. Below, a few cases are considered using a single-component system. For illustrative purposes, it will be assumed in all cases that there is some initial POA mass, in equilibrium with the gas-phase, and that the initial $C_{OA} = 10 \mu g \, m^{-3}$ (the general conclusions hold for any $C_{OA}$).

We will distinguish between OPOA and the total SOA (the sum of OPOA and SOA originating from compounds initially present in the gas-phase) and will designate OA present in the particle-phase at the start of a simulation as POA.

Consider first a compound where $C^* \ll C_{OA}$. A $N_C = 25$ compound has a $C^* \sim 0.5 \mu g \, m^{-3}$ and thus for $C_{OA} = 10 \mu g \, m^{-3}$ will be 95% in the particle phase (leaving only 0.5 $\mu g \, m^{-3}$ in the gas-phase). Within the SOM, the absolute abundance of the SOA precursor is tracked in both the particle and gas phases. Starting from $C_{POA} = 10 \mu g \, m^{-3}$, after 10 h of oxidation at $[OH] = 2 \times 10^6$ molecules $cm^{-3}$ the $C_{POA}$ has decreased to 9 $\mu g \, m^{-3}$ while the total OA has increased to 10.15 $\mu g \, m^{-3}$. This indicates that only $\sim 10\%$ of the POA has been converted to OPOA, although the OPOA/SOA ratio is approximately 87%, indicating that, of the small amount of SOA formed, OPOA is a dominant SOA component. Because the oxidation products only need to go through one reaction with OH before condensing, very little oxygen is added and the O:C will increase by only a very small amount. If fragmentation is included the O:C may increase by a slightly larger amount, but then the ability of the products to condense will be decreased (due to their higher volatilities) and the amount of SOA formed is decreased. If $[OH]$ is increased to $2 \times 10^7$ molecules $cm^{-3}$, the amount of POA evaporated increases to $65\%$ over 10 h. Overall, if the OA mass is dominated by compounds with $C^* \ll C_{OA}$, the pumping mechanism will be relatively inefficient because a small relative amount of
vapors exists and oxidation of these vapors will only very slowly recycle more oxidized material back into the particle phase.

If the OA mass is instead dominated by compounds with $C^* \sim C_{OA}$ the initial POA material will be $\sim$50/50 partitioned between the gas and particle phases. For $C_{OA} = 10 \mu g m^{-3}$, this corresponds to an $N_C \sim 22$ alkane-like hydrocarbon. Now, over 10 h at $[OH] = 2 \times 10^6$ molecules cm$^{-3}$, $\sim$50% of the POA mass is lost, suggesting that a fair amount of mass can be transferred through the pumping mechanism. However, there is at the same time formation of $\sim 10 \mu g m^{-3}$ of SOA from material originally in the gas-phase, and thus the OPOA/SOA ratio is only $\sim 1/3$. If $[OH] = 2 \times 10^7$ molecules cm$^{-3}$ nearly all the POA is lost, but this still only represents $\sim 40\%$ of the total SOA mass. This makes sense because the upper-limit contribution of OPOA to the total SOA under these conditions is 50%.

If the OA mass is dominated by compounds with $C^* = 100 \mu g m^{-3} \gg C_{OA}$ ($N_C \sim 20$), then the gas/particle split will initially be 90/10 at $C_{POA} = 10 \mu g m^{-3}$. Unlike the previous two cases the POA abundance initially increases with oxidation because, as SOA is formed from material originally in the gas-phase, the partitioning of the POA to the particle-phase is increased due to the increase in total OA (= POA + SOA). Eventually the $C_{POA}$ peaks (around 2 h), after which time the $C_{POA}$ decreases as the pumping mechanism begins to compete with the increasing $C_{OA}$. Also, as with the $C^* = C_{OA}$ case above, there is a significant amount of new SOA formed, and thus only $\sim 10\%$ or so of the total SOA is OPOA. At $[OH] = 2 \times 10^7$ molecules cm$^{-3}$, all of the $C_{POA}$ is lost, but this still only represents $<10\%$ of the total SOA mass (consistent with the initial 90/10 split).

The above examples are single component systems. In a multi-component system (many precursors), the partitioning to the particle phase of any given compound is enhanced (via Raoult’s Law) at a given $C_{OA}$. To assess the importance of having a mixture vs. a single component system, calculations have been run for $C_{POA, initial} = 10 \mu g m^{-3}$ for a mixture of $N_C = 25$, 22 and 20 compounds, assuming that each compound contributes equally to the initial POA mass (i.e., the initial $C_{POA} = 3.33 \mu g m^{-3}$ for each
compound) (Fig. 10). Before approximately 2 lifetimes of oxidation (referenced to the \( N_C = 25 \) compound \( k_{OH} \)), the \( C_{POA} \) initially increases for all of the compounds, which indicates that the increase in total OA mass is suppressing the OPOA pump. At longer times, the \( C_{POA} \) for the \( N_C = 22 \) and 20 compounds do decay towards zero and form OPOA, but the \( C_{POA} \) for the \( N_C = 25 \) compound remains approximately constant.

Miracolo et al. (2010) presented observations of the contribution of OPOA to the total OA during oxidation experiments of motor oil and \( n \)-pentacosane (\( N_C = 25 \)). Using a variety of tracers to deduce the OPOA fraction, they found that the OPOA fraction was significant. Without specific details of the actual distribution of compounds comprising the gas and particle phases in the Miracolo et al. (2010) experiments it is difficult to conduct an explicit simulation for comparison with the motor oil results. However, their experiments were run at \([OH] \sim 2 \times 10^7 \text{ molecules cm}^{-3}\) for 3 h, which corresponds to \( \sim 7 \) oxidation lifetimes. At this point in the simulations shown in Fig. 10 OPOA from the \( N_C = 22 \) and 20 compounds is significant (as indicated by the decrease in \( C_{POA} \) for these compounds), generally consistent with their observations. However, if the motor oil system is approximated by assuming that the POA is comprised of equal abundances of \( N_C = 20, 22 \) and 25 precursors (with \( C_{POA,\text{total}} \sim 90 \mu \text{g m}^{-3}\), as in Miracolo et al., 2010) the calculated decrease in the total \( C_{POA} \) quantitatively follows the decay of their “m/z 57” tracer for POA, although the amount of SOA formed is over-predicted (Fig. 11). Given that we do not actually know the initial distribution of compounds and that heterogeneous reactions are not included in the SOM, the model/measurement agreement is reasonable. The experiments run using \( n \)-pentacosane alone showed much less SOA and OPOA formation (Miracolo et al., 2010), consistent with the general conclusions from the model. Calculations specifically run using the approximate conditions in Miracolo et al. (\( C_{POA,\text{initial}} = 5 \mu \text{g m}^{-3} \), \([OH] = 2 \times 10^7 \text{ molecules cm}^{-3}\)) again show a decrease in the calculated \( C_{POA} \) that is quantitatively consistent with the observations, although now the SOA formation is under-predicted at early times and over-predicted at later times.
Of note is the finding that the only simulations in which the total OA mass is conserved as oxidation proceeds is for compounds where $C^* < C_{OA}$. For compounds with $C^* \geq C_{OA}$ significant SOA formation occurs and the total $C_{OA}$ increases substantially with time. However, when $C^* < C_{OA}$, the model indicates that very little mass is actually converted from POA to OPOA, and thus the mean properties of the OA, in particular O:C, will not change substantially, especially so since it is likely only necessary for molecules to undergo 1 reaction before recondensing and only a finite number of oxygens can be added per reaction. It is therefore difficult to substantially change the mean particle intensive properties in the absence of significant SOA formation. If, however, dilution of an air mass occurs concurrent with oxidation (such as in a plume downwind of a biomass burning event), it is possible for the absolute $C_{OA}$ to decrease even in the presence of SOA (and OPOA) formation. Dilution will enhance the chemical pump by causing evaporation of semi-volatile compounds, thus increasing the fractional contribution of OPOA to total SOA, although not negating entirely “traditional” SOA formation. For example, for a single component system with $N_C = 21$ ($C^* = 38 \mu g \ m^{-3}$) starting with $C_{OA} = 50 \mu g \ m^{-3}$, simultaneous dilution and reaction (at $[OH] = 2 \times 10^6 \ \text{molecules cm}^{-3} \ \text{for} \ 10 \ \text{h}$) leads to an approximate linear decrease in $C_{OA}$ when compared with a (fictitious) conserved tracer when dilution rates are $\sim 10 \ % \ h^{-1}$ or greater (Fig. 12), although the OPOA contribution to the total SOA is always $< 50 \ %$, given the starting conditions. These conditions correspond approximately to those in the study by Capes et al. (2008) where they observed a linear relationship between $C_{OA}$ and CO in a plume evolving downwind of a biomass burning event (although we note that we do not have specific information as to $[OH]$ or dilution rates encountered during that study).

Taken all together, the model results suggest that the gas-phase pumping mechanism will often be relatively inefficient at typical ambient OH concentrations since for semi-volatile compounds with “low” volatility not much mass is transferred through the gas-phase, while for semi-volatile compounds with “high” volatility the SOA formation from vapors already present in the gas-phase dominates. Dilution may serve as a
means to evaporate “low” volatility material at a much faster rate than the chemical pump, and thus may be a mechanism towards significant OPOA production (since the particle phase fraction of these “low” volatility SVOCs is larger than for “high” volatility SVOCs to begin with). Also, if exceptionally high OH concentrations are encountered, the OPOA formation mechanism may contribute to the total SOA burden. Ultimately, the contributions of OPOA to the total SOA burden will depend sensitively on the actual distribution of semi-volatile compounds comprising the initial POA, as well as the abundance of more volatile VOCs that can also form SOA.

4 Two examples

The SOM can be used to compute the time evolution of aerosol mass (or yields) and the mean O:C. By comparing with laboratory aerosol yield experiments, it is possible to constrain the adjustable model parameters to fit the data. Recall that there are three parameters to be tuned: the ΔlVP, the $c_{\text{frag}}$ (or $m_{\text{frag}}$) and the number of oxygens added per reaction. (This last term is not strictly a single parameter, but an array of probabilities of adding 1, 2, 3 or 4 oxygen atoms per reaction). Here, two examples are considered: (1) $\alpha$-pinene photooxidation under low-NO$_x$ conditions (Ng et al., 2006) and (2) pentadecane photooxidation under high-NO$_x$ conditions (Presto et al., 2010). Because $\alpha$-pinene contains a single double bond, the reaction rate of $\alpha$-pinene with OH is likely to be faster than that of its oxidation products. To account for this, the $k_{\text{OH}}$ matrix has been modified to explicitly assign a value for the reaction of OH with $\alpha$-pinene ($k_{\text{OH}} = 5.3 \times 10^{-11}$ molecules cm$^{-3}$; Gill and Hites, 2002), with the rate coefficients of all other products computed using the scheme from Eq. (1).

Ng et al. (2006) measured an aerosol growth curve ($C_{\text{OA}}$ vs. $f_{\text{HC}}$) for $\alpha$-pinene oxidation that can be computed by our model. The model inputs are $[\text{HC}]_0 = 108$ ppb and $[\text{OH}] = 3 \times 10^6$ molecules cm$^{-3}$. If only a fixed number of oxygens are assumed added per reaction (e.g., 1 or 2), no solution is possible because 1 oxygen per reaction does not form OA fast enough while 4 oxygens forms OA much more rapidly than is...
observed in the experiment. A good solution comes from a combination of parameters: $\Delta l_{VP} = 1.85$, $c_{\text{frag}} = 0.2$, and the probability distribution of oxygens added is $[1, 2, 3, 4] = 0.20, 0.32, 0.32, 0.16]$, when small fragments are assumed (Fig. 13). Smaller values of $\Delta l_{VP}$ give the wrong curvature while smaller values of $c_{\text{frag}}$ lead to an over-prediction of the absolute OA mass. Random fragmentation gives almost the same set of parameters, although with a slightly smaller $c_{\text{frag}} \sim 0.19$. (Note that in the random case each time the model is run one obtains a slightly different solution because the fragmentation probabilities are computed using a random number generator. However, the run-to-run variability is relatively small.) Use of Eq. (5) for $P_{\text{frag}}$ gives very similar results when $m_{\text{frag}} = 0.5$, with $\Delta l_{VP} = 1.80$ and the same oxygen probability distribution as above. If $P_{\text{frag}} = (O:C)^{1/6}$ is assumed it is not possible to match the observations for any combination of $\Delta l_{VP}$ and the functionalization array. The distribution of particulate-phase compounds in $N_C/N_O$ space with fractional populations $>0.01$% is also shown for select points along the simulated reaction (Fig. 13). The distribution of oxidation products evolves throughout the simulation, with compounds of lower $N_C$, higher $N_O$ contributing more significantly at later times, although at all times contributions of $N_C = \text{SOA precursor}$ species dominate.

The validity of these model results can be evaluated in light of what is known about the $\alpha$-pinene oxidation mechanism. For $\alpha$-pinene oxidation, the OH addition pathway dominates (90 %), and condensed-phase products with 2, 3 and 4 oxygens have been observed (Larsen et al., 2001; Jaoui and Kamens, 2003). Additionally, some of these products have fewer carbon atoms than $\alpha$-pinene, indicating that fragmentation does occur. The model distribution of products in carbon/oxygen space can be compared with experimentally detected compound structures. Figure 13 shows that there is generally good agreement between the predicted and observed distribution of compounds (Larsen et al., 2001; Jaoui and Kamens, 2003), although notably a compound with coordinates $N_C = 10$, $N_O = 5$ is predicted to exist but has not, to our knowledge, been previously observed, although it has been suggested as a possible product of $\alpha$-pinene ozonolysis (Shilling et al., 2009). Additionally, the model predicts an O:C for the OA
of \( \sim 0.39 \), which compares extremely well with observations (O:C = 0.40; Chhabra et al., 2011). This comparison between model and experiment suggests that the statistical representation of oxidation in this system is indeed a good approximation of the chemistry.

For the pentadecane system (Presto et al., 2010), the temporal evolution of the \( C_{\text{OA}} \) can be used for tuning the model parameters (cf. their Fig. 1). For this experiment, OH was not constant, and thus OH in the model is allowed to change so that the temporal behavior of the measured pentadecane concentrations can be replicated. Excellent model/measurement agreement is obtained for \( \Delta IVP = 1.85 \) and \( c_{\text{frag}} = 0.33 \) (Eq. 4) with the probability distribution of oxygens added as \([1, 2, 3, 4] = [0.45, 0.55, 0.0, 0.0]\) or for \( \Delta IVP = 1.82 \), \( m_{\text{frag}} = 0.33 \) (Eq. 5) and \([0.39, 0.61, 0.0, 0.0]\) (Fig. 14). Both these and the \( \alpha \)-pinene results above indicate that the selected functional form for \( P_{\text{frag}} \) does not strongly influence the results, so long as the tunable parameters (\( c_{\text{frag}} \) or \( m_{\text{frag}} \)) are set appropriately. The evolution of the particle-phase \( N_{\text{C}}/N_{\text{O}} \) molecule distributions are also shown at selected points during the reaction, and indicate that the particle composition is continuously evolving. Although the \( \Delta IVP \) is identical to the \( \alpha \)-pinene system, the fragmentation probability is increased and now only 1 and 2 oxygens are added per reaction. The latter can be understood by recognizing that, without a double bond, oxidation of dodecane proceeds via hydrogen abstraction and is likely to add fewer oxygen atoms per reaction. The somewhat larger fragmentation probability may be related to the high-NO\(_x\) vs. low-NO\(_x\) conditions or possibly the cyclic structure of \( \alpha \)-pinene, which if carbon bonds are broken can leave the total number of carbons in the molecule intact (i.e., ring-opening).

The model predicts an O:C of 0.14. Presto et al. (2010) do not directly report O:C, but they do report the fraction of the aerosol mass spectrum at \( m/z 44 (f_{44}) \), which has been previously shown to have a relationship to O:C (Aiken et al., 2008; Sun et al., 2009). Using the \( f_{44} \) vs. O:C relationship, the O:C for the high-NO\(_x\) pentadecane OA is estimated to be \( \sim 0.20 \), although it should be noted that the \( f_{44} \) for pentadecane OA is lower than the measurement range in both these papers and, from the data shown in
Aiken et al. (2008), there is reason to suspect that this relationship may over-estimate O:C at lower $f_{44}$ (cf. the “AMB_{ground}” and “HOA_{ground}” points in their Fig. 4). Given this uncertainty, the level of agreement between model and experiment is satisfactory. Nonetheless, it is clear that the multi-generational model developed here provides a robust framework for modeling the formation and evolution of SOA.

5 Implications and conclusions

The development of a kinetic, statistical model of SOA formation that accounts for the multi-generational addition of oxygen, fragmentation and volatility within the general framework of gas-particle partitioning theory, termed the statistical oxidation model, has been presented. Results from the SOM indicate that the particle-phase O:C is primarily controlled by the number of carbons comprising the gas-phase SOA precursor, when only gas-phase processing is considered. Specifically, the model results indicate that gas-phase processing of SVOC’s and IVOC’s produces SOA with O:C < 0.4 or O:C < 0.2, respectively, even after multiple days of ageing. These results suggest that it is not possible to simultaneously have IVOCs and SVOCs contribute significantly to the total SOA mass and to have a high average particle O:C, at least when only gas-phase processes are considered. Importantly, this conclusion remains unchanged even when fragmentation is included in a physically plausible manner. This is a consequence of the strong relationship between the number of oxygen-containing functional groups, $N_C$ and volatility. For a given $N_C$ compound, there is effectively a cap on the O:C for SOA. Gas-phase mechanisms have been shown unable to form “OOA”, in particular because of the difficulty of forming compounds with sufficiently low volatility. In the case of IVOCs and SVOCs, this conclusion is also related to the difficulty of forming sufficiently oxidized OA on the required time-scales. Fragmentation has been shown to be an important aspect of the SOA formation process and has a strong influence on the aerosol yield.
The recent push towards model development that incorporates tracking of average particle properties, such as O:C and volatility, in addition to the extensive property $C_{OA}$ is useful, as it helps to constrain models that in terms of whether the fundamental processes governing SOA formation are being represented realistically. However, care must be taken because it is possible to construct models with physically unrealistic composition/volatility relationships that can yield results that appear to match observations (e.g., Hodzic et al., 2010; Dzepina et al., 2011; Murphy et al., 2011). (For example, an assumption of an increase in mass by 40% per reaction due to oxygen addition, as in these studies, corresponds to an addition of ~5 oxygens per reaction for a C$_{15}$ hydrocarbon but only 3 oxygens per reaction for a C$_9$ hydrocarbon. If this is assumed to correspond to the same change in C$^*$ per reaction for both species (e.g., 2 orders of magnitude), this suggests that the reaction pathways for these two molecules provide fundamentally different $\Delta$IVP per oxygen relationships, corresponding to $\Delta$IVP = 0.4 or $\Delta$IVP = 0.7 for C$_{15}$ and C$_9$, respectively, both of which are much lower than what is physically likely. Assuming instead a mass increase of 7.5% per reaction with a decrease in C$^*$ of 1 order of magnitude corresponds to the addition of 1 and 0.6 oxygens per reaction and $\Delta$IVP = 1 and $\Delta$IVP = 1.7 for C$_{15}$ and C$_9$, respectively.) Additionally, multi-generational oxidation of “traditional” SOA precursor species should be incorporated into models (Tsimpidi et al., 2010; Dzepina et al., 2011), as opposed to static yield approaches that assume that products do not react. In particular, it is not appropriate to exclude such species (e.g., toluene, $\alpha$-pinene) from multi-generational oxidation schemes while including IVOC and SVOC species (e.g., Shrivastava et al., 2011). To do so unfairly increases the aerosol yields from IVOC and SVOC species over traditional species, especially on long timescales (e.g., multiple days of ageing). For example, Dzepina et al. (2011) found that if both IVOC/SVOC and traditional VOC species are allowed to age for 3 days (i.e., undergo multi-generation oxidation) the ratio between the SOA mass formed from IVOC/SVOC and traditional VOCs is is ~1.2, whereas if only IVOC/SVOC species are allowed to age while traditional VOCs are assumed to have static yields the ratio is ~7.
To reconcile our model results with observations that indicate much SOA has both high O:C and low-volatility suggests a few, potentially overlapping, possibilities:

1. IVOCs and SVOCs do not contribute substantially to the SOA burden. If these compounds comprised a significant fraction of the total OA mass, it would be very difficult to obtain mean O:C values as high as have been observed in the atmosphere (Aiken et al., 2008; Ng et al., 2011).

2. Compounds with relatively small \( N_C \) are the predominant SOA precursors in the atmosphere (to obtain a high O:C) and condensed-phase oligomerization reactions readily occur (to lower the volatility).

3. Condensed or aqueous phase reactions that add oxygen occur on relatively rapid time scales. This would increase O:C and decrease volatility. This case is distinct from oligomerization reactions since the latter do not often lead to oxygen addition and typical heterogeneous reactions with OH are too slow.

4. Contributions to OA mass from small oxygenates with very high O:C, such as glyoxal (Ervens and Volkamer, 2010; Ervens et al., 2011), are more important than is sometimes recognized. Note that if IVOCs and SVOCs (and other VOCs) are the precursors of these small oxygenates formed by fragmentation, they may be the proximate source of the OA mass, but not in the manner traditionally imagined.

5. Equilibrium partitioning theory does not provide an adequate description of much atmospheric OA, possibly due to the conversion of OA to a non-absorbing phase (Cappa and Wilson, 2011; Koop et al., 2011; Vaden et al., 2011).

That the volatility of model SOA is substantially higher than that of ambient OA (Cappa and Jimenez, 2010) suggests that condensed phase reactions may play a key role. Such reactions may or may not involve the aerosol aqueous phase. If condensed phase reactions simply lead to oligomerization of already condensed mass, then the originating compounds must be small \( (N_C < 10) \) in order to form OA with sufficiently
high O:C (point 2 above). Such oligomerization reactions are a likely explanation for the apparently low volatility of chamber SOA, independent of \( N_C \) and O:C (although chamber SOA is often still more volatile than ambient OA; Huffman et al., 2009b). However, if the condensed phase reactions occur that actually add oxygen (point 3), such as oxidation of phenolic compounds in aqueous solutions (Sun et al., 2010), then in principle compounds with any \( N_C \) may contribute to SOA (although such reactions are likely to involve aromatic compounds that have relatively small \( N_C \) to begin with).

SOA chamber experiments have traditionally been parameterized in terms of the volatility and yield of specific products, whether the classic 2-product model (Odum et al., 1996) or the volatility basis set (VBS) model (Donahue et al., 2006). However, these frameworks do not easily lend themselves to consideration of multi-generational oxidation. In fact, the very exercise of fitting an aerosol yield curve to extract the traditional parameters (\( C^* \) and yield for the 2-product model, or just yield for the VBS) has an implicit assumption that products do not react and the yield of each product is static. As shown in Fig. 6, the yields of various products are dynamic and evolve statistically throughout the oxidation process. Extensions of these models after the fact to account for multi-generational oxidation will therefore not truly capture the dynamic evolution of the system because they consider the oxidation of products that were originally derived without consideration of kinetics and the multi-generation aspect of oxidation via OH. (These comments do not necessarily apply to \( O_3 \) oxidation experiments for compounds with a single double bond. However, consideration of the continued oxidation of the “first-generation” products of such reactions will fall into a similar trap.)

The SOM is inherently a kinetic, multi-generational formulation of the same problem (OA formation) that intrinsically accounts for the evolution of the system with time. This is particularly important to evaluate whether gas-phase oxidation and traditional partitioning theory can explain the rapid time-scale for the formation of highly oxygenated SOA. The tunable parameters derived here can be considered as analogs of the traditional yield/volatility parameters, but contain within them important information about the kinetics, in particular the role of fragmentation. This is not to say that models, such
as the 1 or 2-D VBS, cannot be formulated in a similar manner as ours (e.g., Robinson et al., 2007; Shrivastava et al., 2008; Dzepina et al., 2009; Farina et al., 2010; Hodzic et al., 2010; Murphy et al., 2011), only that the parameters typically extracted from a non-kinetic VBS fit to chamber experiments will not provide the necessary information. Because the distribution of molecules in the SOM is framed as a matrix of oxygen and carbon atoms, it provides a natural framework for the simulation of multi-generational oxidation, including fragmentation. The simultaneous oxidation of multiple compounds can be easily incorporated within the modeling framework simply by adding precursors to the appropriate $N_C/N_O$ cell. Furthermore, one can envision future developments that, for example, include an “oligomerization” operator to account for condensed phase accretion reactions, the role of heterogeneous oxidation (e.g., Smith et al., 2009), or the conversion of OA to a non-absorbing “glassy” phase (Cappa and Wilson, 2011).
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Fig. 1. The time-evolution of gas (a), particle (b) and total (c) distributions upon reaction of a generic hydrocarbon with OH, normalized to the maximum abundance at each point in the simulation. For reference, the evolution of the total OA mass is shown in (d) as a function of the number of oxidation lifetimes (note the split y-axis and change in scale). Note the continuous evolution of the compound distributions.
Fig. 2. (a) The relationship between volatility ($C^*$, in $\mu$g m$^{-3}$) and number of carbon atoms, showing the distinction between VOCs (gray), IVOCs (yellow) and SVOCs (blue). Also, the calculated mean O:C (b) and aerosol mass yield (c) are shown as a function of the number of carbon atoms in the SOA precursor. Results are shown for a variety of conditions with respect to fragmentation (see legend). The curves in (b) and (c) are power-law fits to the no-fragmentation case with $\Delta\text{IVP} = 1.6$. All calculations are for $C_{OA} = 10 \mu$g m$^{-3}$ formed over 1 oxidation lifetime.
Fig. 3. (a) Temporal evolution of the mean aerosol O:C atomic ratio (left axis, black line) and the organic aerosol mass ($C_{OA}$, right axis, gray dashed line) over 1 oxidation lifetime. (b) The time-variation in the calculated O:C with $C_{OA}$ shown over the instrumentally relevant range – i.e., >0.01 $\mu$g m$^{-3}$, corresponding to $t > 200$ min in (a), black line. Shown for comparison is the O:C calculated after forming a specific amount of OA over 1 oxidation lifetime (gray circles). Calculations are for the no fragmentation case for $N_C = 12$ over 1 oxidation lifetime.
Fig. 4. Calculated distribution of oxygen atoms in the particle-phase after 1 lifetime of reaction for a $N_C = 12$ SOA precursor for cases without fragmentation and with fragmentation (see legend).
Fig. 5. The ratio between the aerosol yield calculated without and with fragmentation (assuming $c_{\text{frag}} = 0.2$, $\Delta \text{IVP} = 1.6$ and $C_{\text{OA}}(\tau_{\text{OH}} = 1) = 10 \mu g m^{-3}$). The line is a power law fit.
Fig. 6. Histograms showing the variation in the particle phase and total mass distributions when binned into logarithmically-spaced volatility bins as a function of the number of oxidation lifetimes. Calculations are for a $N_C = 12$ SOA precursor. For reference, the variation in the $C_{OA}$ with lifetimes is shown.
Fig. 7. The (a) temporal evolution of the aerosol mass, (b) variation of \(C_{OA}\) with the amount of SOA precursor reacted, (c) variation of aerosol yield with \(C_{OA}\), and (d) variation of O:C with \(C_{OA}\) shown for the addition of 1, 2, 3 or 4 oxygen atoms per reaction for a \(N_C=12\) SOA precursor over 3 lifetimes of oxidation, assuming \(\Delta IVP = 1.6\). In panel (b), growth curves are also shown for 1-oxygen per reaction with \(\Delta IVP = 1.0\) and \(\Delta IVP = 2.2\).
Fig. 8. (a) The variation in $C_{\text{OA}}$ with the number of precursor oxidation lifetimes for a $N_C = 12$ precursor (see legend and text for specific conditions). The equivalent aging timescale is shown for reference (assuming 1 day = 12 h of daylight). Note the split axis and change from a log to linear scale for the y-axis. (b) The calculated mean O:C as a function of precursor lifetimes.
Fig. 9. The evolution of SOA formed from SOA precursor compounds with $5 \leq N_C \leq 20$ over 1 lifetime of reaction where $10 \mu g m^{-3}$ SOA has been formed. Points are colored by the number of atoms comprising the SOA precursor and the symbol size corresponds to the amount of OA formed. Regions designating LV-OOA and SV-OOA are from Jimenez et al. (2009).
Fig. 10. Time-evolution of the abundance of “POA” species (i.e., SOA precursors initially present in the particle-phase) for a mixture of $N_C = 25$, 22 and 20 compounds (left axis). It is assumed that each compound contributes equally to the total initial particle mass ($C_{POA, total} = 10 \mu g \cdot m^{-3}$). For reference, the change in the total OA mass is shown (right axis). This includes contributions of POA loss, oxidized POA formation and SOA formation.
Fig. 11. The time-evolution of total OA mass (POA + SOA, including OPOA; left axis) or the normalized calculated total POA or observed POA tracer (m/z 57) (right axis) for photooxidation experiments of motor oil (top panel) or n-pentacosane (bottom panel). Observed values are taken from (Miracolo et al., 2010).
Fig. 12. Variation in the calculated $C_{OA}$ with a conserved tracer concentration (initial = 1000) upon dilution + reaction at [OH] = $2 \times 10^6$ molecules cm$^{-3}$ for different assumed dilution rates (see legend).
Fig. 13. Aerosol growth curve for α-pinene photooxidation under low-NOx conditions comparing the calculated curve (line) to observations (points) (Ng et al., 2006). The calculated curve is colored by the mean O:C of the OA and was calculated using the fragmentation operator from Eq. (4); the blue dashed line uses $P_{\text{frag}}$ from Eq. (5). The small graphs show the distribution of products, colored by mole fraction in the condensed phase, at various points throughout the reaction (indicated by arrows) in oxygen/carbon space. The points in the upper-right graph indicate structures for compounds that have been observed to exist in the condensed phase with measurable yields.
Fig. 14. The temporal evolution of $C_{OA}$ (left axis) and [HC] (right axis) for photoxidation of pentadecane under high-NO$_x$ conditions for the model (lines) and measurements (symbols: $C_{OA} =$ • and [HC] = *). The solid black line uses the $P_{frag}$ from Eq. (4) and the red line $P_{frag}$ from Eq. (5). Measured values are from Presto et al. (2010). The insets show the distribution of products in the particle phase, colored by mole fraction, at various points throughout the reaction (indicated by arrows).