Implications of all season Arctic sea-ice anomalies on the stratosphere
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Abstract

In this study the impact of a substantially reduced Arctic sea-ice cover on the lower and middle stratosphere is investigated. For this purpose two simulations with fixed boundary conditions (the so-called time-slice mode) were performed with a Chemistry-Climate Model. A reference time-slice with boundary conditions representing the year 2000 is compared to a second sensitivity simulation in which the boundary conditions are identical apart from the polar sea-ice cover, which is set to represent the years 2089–2099.

Three features of Arctic air temperature response have been identified which are worth to be discussed in detail. Firstly, tropospheric mean polar temperatures increase up to 7 K during winter. This warming is primarily driven by changes in outgoing long-wave radiation. Secondly, temperatures decrease significantly in the summer stratosphere caused by a decline in outgoing short-wave radiation, accompanied by a characteristic increase of ozone mixing ratios. Thirdly, there are short periods of statistical significant temperature anomalies in the winter stratosphere probably driven by modified planetary wave activity.

Both the internal as well as the inter-annual variability of Arctic sea-ice content is related to Arctic climatic fields like surface air temperature, sea level pressure or precipitation, which are analogue with the variability of the Arctic Oscillation (AO)-index. In this study significant changes in the AO-index are detected in the course of winter. Neutral phases of AO appear more often. As expected, the dominating dynamical response of the stratosphere during winter turned out to be consistent to alterations in the tropospheric AO, although it is not statistically significant most of the time.

1 Introduction

Arctic sea-ice cover has considerably declined in the current century and further decreases are predicted by general circulation models estimating an increase of
greenhouse gas concentrations (IPCC, 2007). Clear loss of Arctic sea-ice has been observed with the largest rate of decline in late summer months (e.g. Deser and Teng, 2008). Climate models predict a nearly ice-free summer in the Arctic within the coming 15–50 yr (e.g. Holland et al., 2006). But it must be taken into account that observed sea-ice reduction in recent years was much stronger than predicted by climate models, e.g. the IPCC AR4 models (Wu et al., 2006; Stroeve et al., 2007; Maslanik et al., 2007; Holland et al., 2007; see also Fig. 1 in Scinocca et al., 2009), offering the possibility of a quicker disappearance of Arctic sea-ice in summer and autumn.

Observational (e.g. Francis et al., 2009) as well as numerical modelling studies (see Budikova, 2009 for a comprehensive review) have suggested that sea-ice anomalies have a pronounced spatial and temporal impact on the overlying atmosphere. Numerous investigations have been performed pointing out significant changes in tropospheric conditions (e.g. storm-track distribution and strength over mid- and high latitudes, air temperature, precipitation, etc.; Magnusdottir et al., 2004; Deser et al., 2004, 2010; Alexander et al., 2004; Singarayer et al., 2006; Seierstad and Bader, 2009).

It turned out that the leading empirical orthogonal function coefficients of sea-ice area can be related to Arctic Oscillation (AO), the dominating northern hemispheric variability pattern (Wang and Ikeda, 2000). This oscillation exhibits a negative phase with comparatively high pressure over the Arctic region and low pressure at mid-latitudes (about 45° N), and a positive phase in which the pattern is reversed. Tropospheric weather patterns during a negative phase tend to damp the initialisation of planetary waves and contrary planetary wave activity is favoured during a positive phase. Trends in most of the Arctic climatic fields like surface air temperature, sea level pressure or precipitation is congruent with the variability of the AO (Thompson et al., 2000). Due to the relationship of northern hemispheric variability pattern and planetary waves there is a clear correlation of the AO-index and stratospheric conditions. During winter, this dominating tropospheric variability mode is intimately coupled to the variability of the strength of the stratospheric polar vortex (e.g. Thompson and Wallace, 1998; Wang and Ikeda, 2000; Black, 2002; Baldwin and Dunkerton, 2005; Scaife et al., 2005; Rind
et al., 2005): A positive AO-index corresponds to an anomalously strong polar vortex, while an anomalously weak polar vortex is found when the tropospheric circulation anomalies are of opposite sign.

Alterations in tropospheric conditions due to sea-ice retreat (e.g. changes in meridional temperature gradient or storm-track distribution and strength) could affect planetary wave forcing. Since stratospheric conditions strongly interact with planetary wave activity potential stratospheric feedback mechanism can be expected.

Scinocca et al. (2009) also raised the issue of stratospheric response to Arctic sea-ice reduction. Therefore they studied the sensitivity of Northern Hemisphere polar ozone recovery to complete sea-ice loss during summer. Based on long-term numerical simulations with the Canadian Middle Atmosphere Model (CMAM), i.e. a Chemistry-Climate Model (CCM) coupled to an ocean general circulation model, they found significant surface warming and stratospheric cooling in the North Polar region during March. Scinocca and colleagues showed that circulation changes in the troposphere are similar to those found in other studies (see above) and that they cause reduced planetary wave forcing of the stratosphere in response to the sea-ice loss. Consequently, downwelling over the North Polar region in March was reduced and therefore (dynamical) cooling over the polar region together with a reduced downward flux of ozone into the polar middle stratosphere was leading to less ozone. Unfortunately, Scinocca and co-workers did not provide additional information about stratospheric implications in other months.

This paper aims to identify and quantify impacts of a seasonally ice-free Arctic Ocean on stratospheric dynamics during all seasons and to investigate in more detail the cause and effect relationship of the stratospheric response to the prescribed sea-ice modifications. To our knowledge this is the first attempt to figure out the possible influence of a nearly sea-ice-free summer and fall season in the Arctic on stratospheric dynamics over the whole year. The paper is organised in the following way: the next section provides a brief repetition of the most important features of the CCM E39CA which is used for this study and a comprehensive description of the model.
set-up chosen for the numerical simulations. In Sect. 3 the results of analyses are presented and discussed. At first the Arctic tropospheric and stratospheric response are shown. Stratospheric results are separated in winter and summer response. Then tropospheric-stratospheric interaction is analysed with the help of meridional eddy heat flux and AO-index. In the final section a summary and some conclusions are given.

2 Model description and set-up of simulations

2.1 Model description

We are analysing two simulations performed with the CCM E39CA. The spectral horizontal resolution is T30, which correspond roughly to 3.75° × 3.75° on the transformed latitude-longitude grid. The vertical partitioning of the model extent from surface to 10 hPa occurs in 39 layers using sigma-pressure coordinates. E39CA is based on spectral general circulation model ECHAM4.L39(DLR) (Land et al., 1999) with substantially improving model performance upgrades such as the chemistry-module CHEM (Steil et al., 1998) and the fully Lagrangian advection scheme ATTLA (Reithmeier and Sausen, 2002). More details of E39CA can be found in Stenke et al. (2008) and Stenke et al. (2009). The present used model version E39CA was part in the extensive inter-model comparison and evaluation project CCMVal-2 (SPARC CCMVal et al., 2010). It has been pointed out an overall good model performance in the upper troposphere and lower stratosphere (Gettelman et al., 2010; Hegglin et al., 2010), which is an advantage when investigating tropospheric-stratospheric interactions.

2.2 Simulation set-ups

To identify the atmospheric response of Arctic sea-ice content (ASIC) two simulations were conducted in the so-called timeslice mode, i.e. the equilibrium climate state of one period is simulated by varying only the intra-annual and keeping the inter-annual
boundary conditions constant. Each simulation was integrated over a 20-yr timing cycle following a 5 yr spin-up.

The reference simulation (REF) describes the climate mean state of the last decade. Boundary conditions were reinforced at values representative for the year 2000. Concentrations for long-lived greenhouse gases are based on IPCC (2001) and concentrations of ozone depleting substances follows values of WMO (2007). The lower boundary conditions stem from HadGEM1 (Martin et al., 2006; Johns et al., 2006). SSTs and sea-ice cover are the climatological 10-yr mean of the seasonal cycle over 1995–2004 of the HadGEM SSTs. Further reading for REF set-up see Garny et al. (2011).

Apart from the lower boundary conditions the “perturbed” simulation run (NO-ICE) is identical to REF. Compared to REF the SSTs of NO-ICE are invariant but sea-ice cover is replaced by the climatological mean of the seasonal cycle over 2089–2098 of the HadGEM SSTs. Due to the extreme reduction of sea-ice cover gaps arises at the edges between “future” ice surface areas and “extra-arctic” SST fields. These gaps were filled by interpolation of SST values of the present and the future.

Figure 1 shows the prescribed ASIC in terms of seasonal means. In REF maximum in the extend of ASIC is during DJF and MAM. Sea-ice covers the whole Arctic Ocean and big parts of its surrounding oceans. In the course of summer the ice surface reduces continuously and reaches its minimum in autumn, but sea-ice is still left in the area of the North Polar sea. The situation in NO-ICE is fundamentally different. In contrast to REF most of the surrounding Arctic waters are ice-free, like Bering Strait or sea of Okhotsk in the North-east Pacific. Especially in summer, ASIC is almost completely removed.

3 Results

The following investigations are based on comparisons between the two E39CA timeslice simulations REF and NO-ICE which differ from each other only in the prescribed Arctic sea-ice distributions. In summer and autumn months ASIC is the most different
The analyses presented here focus on the all season stratospheric response to the predefined lower boundary conditions in all seasons.

Meridional seasonal means of stratospheric fields like temperature, zonal wind and ozone concentration derived from REF and NO-ICE yield statistically significant differences mainly in high northern latitudes (not shown). Therefore, the subsequent analyses concentrate on middle to high latitudes of the Northern Hemisphere. Figure 2 shows climatological mean temperature differences for the North Polar region (60°–90° N) as derived from the two simulations (i.e. NO-ICE minus REF). The climatological means are based on 20-yr of daily model data in each case (see Sect. 2). There are three features of interest which will be discussed in the following: (A) The Arctic tropospheric temperature changes, (B) the Arctic stratospheric temperature response in summer, and (C) the Arctic stratospheric temperature response in winter and early spring.

3.1 Arctic tropospheric response (area A)

Before the stratospheric response is discussed in detail (subsequent subsections), the strength and the seasonal behaviour of tropospheric temperature changes in the Arctic are compared to respective values mentioned in some of the previous studies presented in Sect. 1. This allows a quantification of the direct tropospheric temperature response in E39CA to the applied sea-ice perturbation in comparison to other similar investigations (see Sect. 2.2).

In contrast to the anomalies of Arctic sea-ice content (NO-ICE minus REF) (Fig. 1), the temperature response is greatest in early winter (November, December). Temperature increase in the NO-ICE simulation is found roughly from August to April with a maximum temperature increase at ground level of up to 7 K in late November. Only a slight warming near the surface is detected from May to July. This diametric behaviour of temperature and ASIC is contributed to the ocean-atmosphere temperature gradient; during winter months ASIC recovers but the surface heat flux (latent and sensible) from the open waters to the overlying cold atmosphere is enhanced and leads
to an anomalous warming of the lower Arctic atmosphere (e.g. Parkinson et al., 2001;
Singarayer et al., 2006; Serreze et al., 2009; Kumar et al., 2010; Overland and Wang,
2010). Generally, the surface air temperature (SAT) anomaly pattern mostly reflects
the prescribed design of sea-ice reduction; locally, SAT differences in December can
reach 20 K (not shown). The detected temporal evolution as well as the strength of
SAT anomalies is in agreement with results presented in other studies (e.g. Singarayer
et al., 2006). The temperature signal is limited to lower model layers. In accordance
with Deser et al. (2004), statistically significant anomalies are mostly identified in the
boundary layer. The maximum vertical extent is found in mid December when a robust
temperature signal is found up to about 4 km.

In response to the seasonal ocean-atmosphere temperature gradient changes the
differences in outgoing long-wave (LW) radiative flux at the surface is largest in peri-
ods of greatest temperature anomalies (Fig. 6b). Beginning in August and lasting to
February there is a marked increase of LW upward radiative flux. In the course of
early winter the difference between NO-ICE and REF reaches a maximum of 31 W m⁻²
whereas during summer differences are only in the order of 2.5 to 3 W m⁻². Consis-
tent to Alexander et al. (2004) maximum values of LW outgoing radiation response
can locally exceed 100 W m⁻² (not shown). Moreover, water vapour concentrations in
the boundary layer (not shown) are significantly enhanced during periods of significant
temperature rising.

3.2 Arctic summer stratospheric response (area B)

In the stratosphere above about 23 km a statistically significant cooling of approx. 0.5 K
is identified from the beginning of July to the end of August (Fig. 2). This cooling is
likely related to changes in short-wave (SW) radiation (Fig. 6a) which are most obvi-
ous from May to August. As prescribed, during summer the greatest changes in Arctic
sea-ice content occur and hence changes in surface albedo are most obvious at that
time. A great extent of highly reflecting sea-ice is replaced by comparable dark open
water. The maximum descent of SW reflecting radiation of 21 W m⁻² near the surface
of the North Polar region is found in July. During late spring and summer the stratosphere in NO-ICE is generally colder than in REF which is consequent to the reduction of reflected SW radiation. The statistical insignificance of the negative stratospheric temperature response in late spring/early summer and early fall (which has the same order of magnitude) is caused by enhanced inter-annual variability in these seasons.

Obviously higher stratospheric ozone mixing ratios up to 40 ppb are detected in NO-ICE between June and August (Fig. 3). Although the change of ozone mixing ratio is relatively small (i.e. about 1%) it is statistically significant since the internal variability during summer is very low. In principle the positive ozone signal is contemporaneous to the negative one of stratospheric temperature. This connection is explained by well understood temperature dependencies of ozone destroying chemical reactions at altitudes above around 25 km; the catalytic reactions of ozone depletion can significantly slow down by lower temperatures (e.g. Haigh and Pyle, 1982; Dameris, 2010; Chapt. 4 in WMO, 2011).

3.3 Arctic extended-winter (November–March) stratospheric response (area C)

Figure 2 offers a very prominent and statistically significant cooling of the stratosphere in the NO-ICE simulation arising in the second half of November (significance level 95%) and continuous with smaller values until mid December. The maximum difference between REF and NO-ICE is $-4.5 \text{ K}$. Statistical significance in November is even robust for the 99% level. During this time ozone anomalies (Fig. 3) are only statistically significant in the lower stratosphere below roughly 22 km. From January to mid of April the stratospheric domain is most of the time dominated by positive temperature anomalies, but there are shorter episodes of cooling in late February and in the middle of March. In total the stratospheric temperature response from the beginning of the year to early spring ranges from $-1.5 \text{ K}$ to $1.5 \text{ K}$. The mid winter and early spring months (December–March) response in the North Polar region is only significant for the 75% level due to the high internal variability (not shown). Nevertheless, in the following
we explore in more detail potential connections of changes in Northern atmospheric circulation patterns and corresponding dynamical feedbacks to the stratosphere.

### 3.4 Meridional heat fluxes

The zonal mean of the meridional eddy heat flux ($v'\overline{T'}$) in middle latitudes can be used as a measure of atmospheric wave activity.

The annual development of the mean meridional heat flux response (NO-ICE minus REF) is shown in Fig. 4, while only the stationary component is given in Fig. 5. It turned out that the transient component is mainly insignificant all the year round and therefore it is not shown. In the stratosphere alterations of meridional heat flux can roughly be found during extended winter period (November–March). In November significant weakening in NO-ICE of total $v'\overline{T'}$ can be recognised. Particularly the stationary component offers a very clear decline. Total values decrease by about 18 Kms$^{-1}$ which is roughly 24 % of the climatological mean value. In the remaining time the response is mainly insignificant.

In general the stationary component of the meridional heat flux dominates the anomaly pattern of total $v'\overline{T'}$. From January on, the influence of transient component of $v'\overline{T'}$ anomaly is getting stronger, associated with enhanced variability which contributes to less statistical differences.

However obvious analogies in the structure can be recognised comparing the anomaly pattern of Arctic temperature and middle latitude eddy heat flux. According to Newman et al. (2001) during winter terms there is a linear correlation of $v'\overline{T'}$ of mid latitudes in the lower stratosphere (100 hPa) and Arctic temperature of the middle stratosphere (30 hPa) when dynamical processes in the atmosphere are comparatively strong indicating a dynamical feedback of polar vortex temperatures and planetary wave activity.

In particular during November a very clear response in temperature and meridional heat flux can be identified. It also must be mentioned that ASIC reaches its smallest...
expansion during November to February and hence potential heat release from open waters is comparatively high. November is the only month where a statistically significant and consistent geopotential anomaly can be found through every level of the atmosphere. The tropospheric low pressure system located at the Aleutian islands (Fig. 7) is significantly weakened. Looking at stratospheric levels (Fig. 8) the wave number 1 pattern dominates the geopotential response pattern. In this case this is associated with a shift of polar vortex centre from Asia to the middle of the Arctic carrying out a dynamical stabilisation of the polar vortex. Consistent to this both the stationary component of $\overline{\nu T}$ and stratospheric temperatures decrease. Corresponding interactions of Aleutian low and polar vortex are also shown in context of modification of northern hemispheric leading atmospheric circulation pattern (e.g. Overland et al., 1999; Ambaum et al., 2001).

### 3.5 Leading pattern of Northern Hemisphere AO

As already mentioned in the introduction the stratosphere is intimately connected to the leading variability pattern of atmospheric circulation. Strong positive index values and large changes in ice conditions in the late 1980s through early 1990s contributed to the conclusion that the AO was the most dominant atmospheric circulation regime affecting Arctic climate (Thompson and Wallace, 1998).

For this study daily AO-indices are constructed by projecting the daily mean 1000-hPa height anomalies polewards of 20°N onto the leading EOF (Empirical Orthogonal Function) mode (for more details regarding this issues see Hurrell and Deser, 2009).

From November to March frequency distribution of AO-indices offers in the NO-ICE simulation a growing number of near-neutral phase and at the same time a tendency of decreasing comparatively high and low AO-index values (Fig. 9). Alterations tested with a chi-square test are significant at a 99 % level. This is analogue to recent studies which determined for the last decade a shift from strongly positive AO-index values to more neutral AO-indices during winter while sea-ice gradually is reduced (e.g. Overland and Wang, 2005; Maslanik et al., 2007; Zhang et al., 2008). Generally the coupling of
stratospheric conditions and AO is seen most clearly when comparing the strongest with the weakest anomalies (e.g. Baldwin and Dunkerton, 2005). Due to an increasing number of near-neutral AO events in NO-ICE an enhanced stratospheric variability during extended winter period is not expected. In consistency to this, stratospheric temperature and eddy heat fluxes show mainly insignificant responses during winter months with the exception of November. Analysis of monthly frequency distribution of AO-index reveals for November prominent differences to the distribution (Fig. 10). AO values are shifted on average to higher values corresponding to a more stable polar vortex. For the remaining months frequency distribution is either insignificant following a chi-square test or AO amplitudes alter randomly (not shown).

Often AO is associated with Arctic climate change. As already mentioned in the introduction trends of Arctic surface climate indicators like SAT or sea-ice cover are congruent with the variability of the AO. But in the last decade AO-indices tend to be more neutral in difference to the almost linear trends of Arctic climatic fields.

Hence suggestions appeared that the Arctic has passed a tipping point into a new climatic state and AO has less influence on Arctic climate (e.g. Lindsay and Zhang, 2005; Maslanik et al., 2007; Zhang et al., 2008). On the other hand Arctic stratospheric temperature, serving as an indicator for the strength of the polar vortex, also shows this episodic character (Overland and Wang, 2005). However our results show consistencies in alterations of AO-indices and stratospheric response. In particular during November AO-indices clearly shift to more positive values which corresponds to a stronger polar vortex at this time.

4 Summary and conclusions

In this study, the atmospheric response to prescribed sea-ice anomalies was investigated. The detected tropospheric responses, for example temporal evolution and strength of SAT anomalies (locally exceeding 20 K), offer consistent results to previous
comparable studies (e.g. Deser et al., 2004; Alexander et al., 2004; Singarayer et al., 2006).

Further analyses expanded to the stratosphere mainly yield statistically relevant differences in middle to high northern latitudes.

Generally the stratospheric response is small compared to the inter-annual variability. Hence statistically significant changes are detected during summer when stratospheric dynamical variability is weak. In the course of the summer months significant stratospheric temperature response decreases about $-0.5$ K. Upwelling SW radiation is strongly reduced due to major changes in sea-ice cover and thus surface albedo. This consequently contributes to stratospheric cooling in this period. Contemporaneously ozone mixing ratio increases about 1%. This coupling is explained by temperature dependencies of ozone destroying chemical reactions in the middle stratosphere.

From November to March planetary wave activity analysed with values of the meridional eddy heat flux ($v'T'$) indicates consistent results to stratospheric Arctic temperature response. Both temperature and $v'T'$ anomalies yielding mainly insignificant results apart from November. Stationary waves dominate the dynamical winter response while from January on enhanced alterations in the transient component of $v'T'$ contribute to a higher inter-annual variability and less statistical significance. In our simulation setup sea-ice anomalies yielding the most prominent response during November. Atmospheric alterations result in a stronger polar vortex associated with stable stratospheric conditions (i.e. lower temperatures). Former studies highlighted the influence of initial state of polar vortex on the whole winter period.

Solely in November significant geopotential height anomalies can be detected continuously from troposphere to stratosphere. In stratospheric layers geopotential anomalies depict a shift of polar vortex from Eurasia to the Arctic carrying out a dynamical stabilisation.

Analogue to recent studies the AO-index in NO-ICE is shifted to near neutral-phase. However our results show consistencies in alterations of AO indices and stratospheric response. In particular during November AO-indices clearly shift to more positive
values which corresponds to a stronger polar vortex. But generally during November to March AO reflects a rather indistinct stratospheric response which is also depicted in analyses of temperature and meridional eddy heat flux concerning statistical significance.

The response shown here of the lower and middle stratosphere to sea-ice loss is comparatively small over the whole year. The strong tropospheric temperature forcing during winter has no statistically detectable influence on the stratosphere due to a high variability driven by planetary wave activity. In the summer months tropospheric temperature response is relatively weak but significant stratospheric changes arises from radiational effects due to major changes in the surface albedo.

Configurations of our sensitivity study is an attempt to display the atmospheric reaction on a hypothetical future sea-ice cover reduction in a climate representing the present state. Further efforts are required to gain general conclusions. So melting sea-ice could have a great impact on ocean circulation which affects atmospheric circulation pattern and vice versa (e.g. Aagaard and Carmack, 1989; Qiu and Jin, 1997). Predictions of future stratospheric scenarios should necessarily consider this potential oceanic feedback for reliable results.
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Fig. 1. First column: seasonal means of prescribed ASIC of REF; second column: seasonal means of prescribed ASIC of NO-ICE (grey illustrates areas covered by sea-ice); third column: anomaly = NO-ICE – REF (grey illustrates areas of reduced sea-ice).
Fig. 2. Daily Arctic temperature response (NO-ICE – REF). Following student t-test shaded areas are significant at a 95% level. Labeled ticks mark mid of the month.
Fig. 3. Monthly mean Arctic ozone mixing ratio response (NO-ICE – REF). Following student \( t \)-test shaded areas are significant at a 95\% level.
Fig. 4. Daily $\overline{v'T'}$ response (NO-ICE – REF) averaged from 40$^\circ$–80$^\circ$ N. Following student $t$-test shaded areas are significant at a 95% level. Labeled ticks mark mid of the month.
Fig. 5. Stationary component of daily $v'\theta'$ response (NO-ICE – REF) averaged from 40°–80° N. Following student $t$-test shaded areas are significant at a 95 % level. Labeled ticks mark mid of the month.
Fig. 6. Outgoing radiation from surface. (a) respective short-wave (SW) radiation averaged over Arctic region; (b) respective long-wave (LW) radiation averaged over Arctic region. Coloured area covers the 1σ-standard deviation.
Fig. 7. Polar stereographic projections of REF simulation tropospheric geopotential at 850 hPa and 200 hPa (left column) in November, and respective response NO-ICE minus REF (right column). Shaded areas are significant at a 95 % level following student t-test.
Fig. 8. Polar stereographic projections of REF simulation stratospheric geopotential at 100 hPa and 30 hPa (left column) in November, and respective response NO-ICE minus REF (right column). Shaded areas are significant at a 95% level following student $t$-test.
Fig. 9. Frequency distribution of AO indices for November–March. Solid and shaded lines are the running average of two adjacent bins.
Fig. 10. Frequency distribution of November AO indices. Solid and shaded lines are the running average of two adjacent bins.