Aerosol mass spectrometer constraint on the global secondary organic aerosol budget
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Abstract

The budget of atmospheric secondary organic aerosol (SOA) is very uncertain, with recent estimates suggesting a global source of between 12 and 1820 Tg (SOA) a\(^{-1}\). We used a dataset of aerosol mass spectrometer (AMS) observations and a global chemical transport model including aerosol microphysics to produce top-down constraints on the SOA budget. We treated SOA formation from biogenic (monoterpenes and isoprene), lumped anthropogenic and lumped biomass burning volatile organic compounds (VOCs) and varied the SOA yield from each precursor source to produce the best overall match between model and observations. Organic aerosol observations from the IMPROVE network were used as an independent check of our optimised sources. The optimised model has a global SOA source of 140 ± 90 Tg (SOA) a\(^{-1}\) comprised of 13 ± 8 Tg (SOA) a\(^{-1}\) from biogenic, 100 ± 60 Tg (SOA) a\(^{-1}\) from anthropogenically controlled SOA, 23 ± 15 Tg (SOA) a\(^{-1}\) from conversion of primary organic aerosol (mostly from biomass burning) to SOA and an additional 3 ± 3 Tg (SOA) a\(^{-1}\) from biomass burning VOCs. Compared with previous estimates, our optimized model has a substantially larger SOA source in the Northern Hemisphere mid-latitudes. We used a dataset of \(^{14}\)C observations from rural locations to estimate that 10 Tg (SOA) a\(^{-1}\) (10%) of our anthropogenically controlled SOA is of urban/industrial origin, with 90 Tg (SOA) a\(^{-1}\) (90%) most likely due to an anthropogenic pollution enhancement of SOA from biogenic VOCs, almost an order-of-magnitude beyond what can be explained by current understanding. The urban/industrial SOA source is consistent with the 13 Tg a\(^{-1}\) estimated by de Gouw and Jimenez (2009), which was much larger than estimates from previous studies. The anthropogenically controlled SOA source results in a global mean aerosol direct effect of \(−0.26 ± 0.15\) Wm\(^{-2}\) and global mean indirect (cloud albedo) effect of \(−0.6^{+0.24}_{−0.14}\) Wm\(^{-2}\). The biogenic and biomass SOA sources are not well constrained due to the limited number of OA observations in regions and periods strongly impacted by these sources. To further improve the constraints by this method, additional observations are needed in the tropics and the Southern Hemisphere.
1 Introduction

Organic aerosol (OA) contributes about 50% of dry tropospheric submicron aerosol mass (Putaud et al., 2004; Murphy et al., 2006; Zhang et al., 2007) with important impacts on climate (Forster et al., 2007) and air quality. OA sources can be split into primary organic aerosol (POA) that is emitted directly to the atmosphere as particles, and secondary organic aerosol (SOA) that forms in the atmosphere from gas-to-particle conversion. The global budget of SOA is very uncertain. Recent top-down estimates, based either on the mass balance of volatile organic carbon (VOC) or on scaling of the sulfate budget, suggest a global source ranging from 120–1820 Tg (SOA) a\(^{-1}\) (Goldstein and Galbally, 2007, Hallquist et al., 2009). Meanwhile atmospheric models typically use bottom-up estimates which combine emission inventories for VOCs with laboratory based SOA yields to give a global SOA formation of 12–70 Tg (SOA) a\(^{-1}\) (Kanakidou et al., 2005).

In addition to the total budget of SOA being highly uncertain, the relative contributions from anthropogenic, biogenic, and biomass burning sources are also poorly constrained. Regional and global atmospheric models using “traditional” SOA parameterizations (those developed until 2006) formed SOA mostly from biogenic VOCs and typically showed large SOA underestimations in polluted regions (e.g. Heald et al., 2005; Volkamer et al., 2006; Hodzic et al., 2010a) but not for clean biogenic regions (Tunved et al., 2006; Chen et al., 2009; Hodzic et al., 2009; Slowik et al., 2010). Recently, formation of SOA from additional sources has been included in models. Several box (Dzepina et al., 2009), regional (Hodzic et al., 2010a; Tsimpidi et al., 2010) and global (Pye and Seinfeld, 2010) modelling studies have explored enhanced formation of SOA from semivolatile and intermediate volatility organic compounds (S/IVOC), which are SOA precursors emitted by anthropogenic and biomass burning sources (Robinson et al., 2007). These studies reported that such precursors may be an important
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1We assume a conversion factor of 2 Tg (SOA)/Tg (C) over space and time scales relevant to global models (Turpin and Lim, 2001; Aiken et al., 2008).
and previously neglected regional and global SOA source. However, there is still substantial uncertainty in the concentrations, reaction rates, and SOA yields of S/IVOC precursors. Some new parameterizations of SOA formation from anthropogenic VOCs (Lane et al., 2008; Tsimpidi et al., 2010) result in very high mass yields (e.g. \(\sim 100\%\) for toluene after \(\sim 3\) days, Dzepina et al., 2010), but are not yet fully supported by laboratory data. SOA formed from biomass burning precursors is gaining attention as a potentially important source, although both field (Capes et al., 2008; Yokelson et al., 2009; DeCarlo et al., 2010) and laboratory (Grieshop et al., 2009) studies appear to show high variability in the net addition (or sometimes loss) of OA mass due to SOA formation and POA aging from this source.

At the global scale, modelling studies using early SOA models predict that the formation of SOA from biogenic sources greatly exceeds that from anthropogenic sources (Tsigaridis et al., 2006; Tsigaridis and Kanakidou, 2007; Heald et al., 2008; Henze et al., 2008), while newer models predict a larger share for anthropogenic SOA (Farina et al., 2010, Pye and Seinfeld, 2010). The importance of biogenic SOA appears to be consistent with the large fraction of non-fossil carbon detected in ambient OA (e.g., Hodzic et al., 2010b). Even in polluted regions, where concentrations of OA are enhanced, substantial fractions of non-fossil carbon are detected (e.g., Schichtel et al., 2008) leading to the suggestion that biogenic SOA formation may be enhanced by anthropogenic pollution (de Gouw et al., 2005; Weber et al., 2007). Potential mechanisms for such enhanced formation include higher aerosol acidity (e.g. Jang et al., 2002; Surryatt et al., 2010, Froyd et al., 2010), NO\(_x\) levels (Kroll et al., 2006) and speciation (e.g. Chan et al., 2010), enhanced pollution-related OA and oxidant levels (Tsigaridis and Kanakidou, 2007), and oxidant speciation (e.g. Ng et al., 2008). A recent study predicted a factor of 2 enhancement of biogenic SOA by pollution in the US, due primarily to increased NOx concentrations that enhance biogenic VOC oxidation, and through anthropogenic POA acting as a medium for adsorption of condensable species of biogenic origin (Carlton et al., 2010). Not all of the observed non-fossil carbon is due to biogenic SOA, however, as important contributions also arise due to biomass burning,
biofuel use, and of non-fossil urban OA sources (Hodzic et al., 2010b; Hildemann et al., 1994).

In this paper we use a global aerosol microphysics model and a global dataset of OA observations to produce a new top-down constraint on the total and source-specific global SOA budget. The different sources are parameterized based on results from recent field measurement campaigns using aerosol mass spectrometry, and the optimum is found by adjusting the strength of the different sources until the model/measurement error is minimized. We use OA observations from the IMPROVE network over the United States to test our optimised sources and a dataset of $^{14}$C observations to evaluate our source-specific SOA budget.

2 Methods

2.1 GLOMAP global aerosol model

We used the Global Model of Aerosol Processes (GLOMAP) (Spracklen et al., 2005a, b) which is an extension of the TOMCAT 3-D global chemical transport model (Chipperfield, 2006). We used the modal version of the model (GLOMAP-mode) where the aerosol size distribution is treated using a two-moment modal scheme (Manktelow et al., 2007; Mann et al., 2010). We simulated sulfate, sea-salt, elemental carbon, POA and SOA as distinct aerosol components and simulated the aerosol size distribution with 5 modes: hygroscopic nucleation, Aitken, accumulation and coarse modes plus a non-hygroscopic Aitken mode. We do not treat dust, ammonium or nitrate aerosol. The model was run for the year 2000 using a horizontal resolution of $\sim2.8^\circ \times 2.8^\circ$ and with 31 vertical levels between the surface and 10 hPa.

The model described in Mann et al. (2010) only includes SOA from monoterpenes. For this study we implemented a new SOA scheme in the model. We included SOA formation from 4 VOC classes: monoterpenes, isoprene, lumped anthropogenic VOCs (VOC$_A$) and lumped biomass burning VOCs (VOC$_{BB}$). Throughout the paper we term
the SOA that is linked to anthropogenic VOC emissions as “anthropogically controlled” to underscore the fact that it likely to be a combination of SOA formed directly from oxidation of anthropogenic VOCs as well as potentially from enhancement of biogenic SOA production due to anthropogenic pollution. In a set of sensitivity simulations we allowed POA to convert directly to SOA with a half life which we set at between 1 and 8 days. Much of this POA aging is thought to occur via the gas-phase (Robinson et al., 2007) and thus the processed material can be correctly referred to as SOA. Some of the POA may be oxidized heterogeneously in the particle phase, especially at very long aging times (George and Abbatt, 2010), and would more correctly be referred to as oxidized POA.

Emissions of POA from fossil fuel (3.2 Tg (OA) a\(^{-1}\)), biofuel (9.1 Tg (OA) a\(^{-1}\)) and wildfire (34.7 Tg (OA) a\(^{-1}\)) are from the AEROCOM inventory (Dentener et al., 2006). Emissions of monoterpenes and isoprene were taken from the Global Emissions Inventory Activity (GEIA), based on Guenther et al. (1995). For emissions of VOC\(_A\) and VOC\(_{BB}\) we scaled gridded CO emissions from the IPCC. This scaling is supported by the very frequently observed proportionality of SOA formation to CO in polluted regions (e.g., de Gouw et al., 2008; Dzepina et al., 2009; de Gouw and Jimenez, 2009; De-Carlo et al., 2010). IPCC CO emissions from anthropogenic activity (470.5 Tg (CO) a\(^{-1}\)) and biomass burning (507.5 Tg (CO) a\(^{-1}\)) were scaled using VOC/CO mass ratios of 0.29 g/g and 0.10 g/g respectively so as to reproduce the global sum of VOC emissions from the Emissions Database for Atmospheric Research (EDGAR) for anthropogenic (127 Tg (VOC) a\(^{-1}\)) and biomass burning (49 Tg (VOC) a\(^{-1}\)) sources.

We included reactions of monoterpenes and isoprene with OH, O\(_3\) and NO\(_3\), and reactions of VOC\(_A\) and VOC\(_{BB}\) with OH (Table 1). For the reactions of VOC\(_A\) and VOC\(_{BB}\) we tested the sensitivity to changes in the reaction rate. Concentrations of oxidants were specified using 6-hourly monthly mean 3-D gridded concentration fields from a TOMCAT simulation with detailed tropospheric chemistry (Arnold et al., 2005). Figure 1 shows simulated surface concentrations of the different VOCs.
Condensable gas-phase species (including VOC oxidation products and H$_2$SO$_4$) are allowed to condense on all aerosol modes. In all simulations we assume an SOA/OC mass ratio of 2.0. To reduce the computational burden of our simulations, we assumed the first-step oxidation product of the above reactions condenses kinetically, and irreversibly, as SOA with negligible vapour pressure onto pre-existing aerosol. Although fresh SOA is known to be semivolatile (Odum et al., 1996; Cappa and Jimenez, 2010), it has been recently shown that aged SOA has low volatility (Jimenez et al., 2009; Cappa and Jimenez, 2010) and may form a highly viscous glassy state (Virtanen et al., 2010; Cappa and Wilson, 2010), which is likely to be most relevant to the time and length scales of our global modelling study. Additionally, we have previously shown that kinetic uptake of SOA onto pre-existing aerosol allows the model to simulate the growth of newly formed particles in the 3 to 100 nm size range (Spracklen et al., 2006, 2008a). But we note that volatility is a further free parameter in the model that should be investigated in the future.

We do not include an OA source from the oceans (e.g., Spracklen et al., 2008b) because the size distribution of the source is not well known and it is not clear what fraction of this source is primary as opposed to secondary. Oceanic isoprene emissions are thought to be <1% of the terrestrial source (Arnold et al., 2009) while the monoterpene source is very uncertain (Yassa et al., 2008). Since the concentrations of OA arising from the marine source are generally low in comparison to continental regions (Spracklen et al., 2008b) and since the majority of the AMS observations used here are from continental locations this is unlikely to be an issue in our analysis.

2.2 SOA simulations

We conducted a set of annual simulations (detailed in Table 2) where we varied the sources of SOA. In each set of simulations that are described below, the source of SOA from the VOC precursors was varied by altering the yield (y1 to y10) of the reactions in Table 1. The source of SOA from ageing of POA was altered by changing the lifetime of conversion of POA to SOA. The upper limit for each source was chosen where an
increase in the source did not result in better agreement with the AMS observations that are described in the following section. In the first set of model experiments (simulations 1–5) we included SOA formation from monoterpenes (0–246 Tg (SOA) a\(^{-1}\)) and isoprene (0–52 Tg (SOA) a\(^{-1}\)). The standard model (Mann et al., 2010, simulation 1) only includes SOA from monoterpenes. In the second set of experiments (simulations 6–7) we included SOA formation from biomass burning VOCs (0–212 Tg (SOA) a\(^{-1}\)). In the third set of experiments (simulations 8–10) we included SOA from ageing of POA (0–79 Tg (SOA) a\(^{-1}\)). In the fourth set of experiments (simulations 11–24) we included SOA from anthropogenic VOCs (0–117 Tg (SOA) a\(^{-1}\)). In a final set of experiments we tested a number of potential mechanisms under which formation of SOA from biogenic VOCs could be enhanced by anthropogenic pollution. We altered the SOA yield from monoterpenes separately with OH, O\(_3\) and NO\(_3\) (simulations 25–27), included SO\(_2\) catalysed formation of SOA from isoprene and monoterpenes (simulations 28–29, as a representation of acid-catalysed biogenic SOA formation) and included VOC\(_A\) catalysed formation of SOA from isoprene and monoterpenes (simulations 30–33, as a representation of biogenic SOA enhancement by anthropogenic pollutants with similar emission pattern as fossil fuel CO and lifetime similar to our assumed VOC\(_A\)).

### 2.3 AMS observations

We compared GLOMAP against a data set of OA measurements from the aerosol mass spectrometer (AMS). The AMS has been described in detail previously (Canagaratna et al., 2007), and provides fast on-line submicron non-refractory (NR) aerosol composition. NR is operationally defined based on evaporation under a few seconds under the AMS conditions (600°C, high vacuum) and in practice includes organic species and most inorganic salts and excludes black carbon, mineral dust, and sea salt. Factor analysis of AMS spectra allows the identification of OA components, principally hydrocarbon-like OA (HOA, a surrogate for combustion POA, and here also including primary biomass burning OA, P-BBOA) and oxygenated OA (OOA, a surrogate for SOA from all sources). Based on many recent observations (e.g. Zhang et al., 2005;
Lanz et al., 2007; Dzepina et al., 2009; Aiken et al., 2008, 2009), we assumed that simulated POA (including that from biomass burning) is equivalent to observed HOA and that simulated SOA (and including SOA formed from oxidised POA where this was treated in the model) is equivalent to observed OOA.

We supplemented the dataset of AMS observations compiled by Zhang et al. (2007) with 10 more recent observations (Table 3) giving a total of 47 average observations. Each observation is typically the average of ~1 month of continuously sampled data at ground locations. The majority of our observations are near sea-level and in the boundary layer (BL). A few observations are from high-altitude sites which may sample free tropospheric air for parts of the observation period. We included 4 observations from aircraft where these extended the geographical spread of our dataset. For these experiments we report the average of the BL data. Our dataset has limited information on the concentrations of OA above the BL. Since recent aircraft observations (Heald et al., 2006; Dunlea et al., 2009) do not suggest a major SOA source in the FT this should not greatly impact our analysis. However, additional information on the vertical profile of OA is important in reducing the uncertainty in the OA budget. Whereas the Zhang et al. (2007) database was limited to the Northern Hemisphere (NH) extra-tropics (19° N to 62° N) our new dataset includes observations both in the Southern Hemisphere and tropics (19° S to 62° N) which as we show below, are important in constraining the global SOA source. As in Zhang et al. (2007) all sites are classified as urban, urban-downwind or remote.

2.4 IMPROVE observations

As an independent test of our optimised SOA sources we also compared the model against organic carbon (OC) concentrations measured by the Interagency Monitoring of Protected Visual Environments (IMPROVE) network (Malm et al., 1994). We used observed monthly mean IMPROVE concentrations for the year 2000, which is the year simulated by the model. We also compared against the multi-year (2000–2004) IMPROVE monthly mean observations. In the year 2000 there were 108 IMPROVE
stations that reported OC. We linearly interpolated monthly mean model output to the location of the IMPROVE observations.

3 Results

3.1 Global model simulations

For each of the global model simulations in Table 2 we spatially and temporally interpolated monthly mean component-resolved aerosol mass concentrations to the location and time period of the AMS observations. Table 2 summarises normalised mean bias (NMB), normalised mean error (NME) and correlation coefficient ($r^2$) between model and observations. Figure 2 shows sulfate, OA, HOA and OOA observed by the AMS against the standard version of the global model (simulation 1, SOA from monoterpenes only). The model reasonably captures the observed distribution of sulfate (NMB = 18%, NME = 66%, $r^2 = 0.36$) but underpredicts OA (NMB = −68%, NME = 74%, $r^2 = 0.27$), HOA (NMB = −16%, NME = 85%, $r^2 = 0.27$) and OOA (NMB = −85%, NME = 87%) concentrations and has no skill in capturing the spatial pattern of OOA ($r^2 = 0.0$). Model underprediction of HOA is driven by an underprediction at urban locations, most likely because the spatial resolution of the global model is too coarse to resolve urban-scale pollution. The model overpredicts HOA at remote locations which we discuss below. Average OOA concentrations at some remote sites (e.g., Central Amazon (AMAZE), north-eastern North America (White Face Mountain, Chebogue Point), West Africa (AMMA)) are reasonably simulated (within a factor 2) although OOA is underpredicted on average across all remote sites (NMB = −80%).

We completed 5 sets of simulations where we varied the SOA formation from the 5 different sources as described in Sect. 2.2. We tested each simulation against observed concentrations of OOA using NME and $r^2$ as an indicator of model skill. First, we modified the source of SOA from isoprene and monoterpenes (Fig. 3). Increasing
the source of SOA from monoterpenes (simulations 2–3) or isoprene (simulations 4–5) reduces the model bias but does not improve model skill. For example, the model simulation where we increased the SOA yield from monoterpenes to 130%, from 26% in the standard simulation, resulting in a global SOA source of 161.5 Tg (SOA) a\(^{-1}\), reduces the bias (NMB = -24%) but model skill is not improved (NME = 94%, \(r^2 = 0.0\)). Further increasing the SOA yield from monoterpenes to 198%, resulting in a global SOA source of 246 Tg (SOA) a\(^{-1}\), results in an overprediction of SOA on average across all the sites (NMB = 16%) and unimproved model skill (NME = 118%, \(r^2 = 0.0\)). These simulations suggest that a monoterpane SOA source of ~210 Tg (SOA) a\(^{-1}\) would be sufficient to match the average magnitude of the AMS observations (i.e., reduce mean model bias to zero), but would not improve model skill. Similarly, including SOA from isoprene (assuming an SOA yield of 6% or 12%) reduces the model bias (NMB = -68% and -63% respectively) but does not improve model skill (NME = 85%, \(r^2 = 0.0\)). These results suggest that an increase of biogenic SOA alone is unable to explain the spatial and temporal patterns in the global OOA observations and additional SOA sources with a different spatial and temporal behaviour must exist to explain the observations.

In the second set of experiments (simulations 6–7) we included an additional SOA source from biomass burning (Fig. 4), which in the baseline run was set to zero. Assuming an SOA yield of 90% from biomass burning VOCs (simulation 6), resulting in an SOA source of 42.3 Tg (SOA) a\(^{-1}\), leads to a reduction in model bias (NMB = -71%) and improves model skill (NME = 81%, \(r^2 = 0.03\)). However, further increasing the SOA yield from biomass burning VOCs to 180% (simulation 7, 84.6 Tg (SOA) a\(^{-1}\)) resulted in no further reduction in model error (NME = 81%, \(r^2 = 0.03\)).

The third set of experiments (simulations 8–10) tests the effect of an additional source of OOA through oxidation of POA. At remote sites, where observed HOA concentrations were below the detection limit, the baseline model overpredicts HOA concentrations (NMB = 274%). This overprediction could be due to heterogeneous oxidation of HOA to OOA that is not treated in the baseline simulations, underprediction of HOA removal by wet or dry deposition, or the uncertainty in accurately extracting a
small fraction of HOA from AMS spectra dominated by OOA (Zhang et al., 2007; Ulbrich et al., 2009). Previous studies suggest an HOA to OOA heterogeneous oxidation timescale of several days (Petters et al., 2007; George and Abbatt, 2010). When we simulate such an ageing by converting POA to SOA assuming a fixed lifetime, HOA model bias is reduced at remote sites, with a minimum bias calculated for an oxidation timescale of 24 h (simulation 8, NMB = 45%). Including this ageing also improves simulated OOA: with a POA to OOA source of 39.5 Tg (SOA) a$^{-1}$ (simulation 10) model bias is reduced (NMB = −72%) and the model error and correlation coefficient are improved (NME = 81%, $r^2 = 0.02$). This is similar to the results using a biomass burning SOA source of the same magnitude, as most POA in the model is due to biomass burning emissions. Further increasing the POA to OOA source to 79.0 Tg (SOA) a$^{-1}$ (simulation 8) further reduces model error and improves the correlation coefficient (NME = 75%, $r^2 = 0.10$).

The fourth set of experiments (simulations 11–23) investigated the effect of including a source of SOA linked to anthropogenic CO emissions (“anthropogenically controlled”). These experiments lead to greatly improved simulation of OOA. When we assume an SOA yield of 30% yield from anthropogenic VOCs, resulting in 38 Tg (SOA) a$^{-1}$ from this source (simulation 11), the model has reduced bias and improved model skill (NMB = −59%, NME = 68%, $r^2 = 0.1$). When the SOA yield from anthropogenic VOCs is increased to 60% (76 Tg (SOA) a$^{-1}$, simulation 12) model bias is further reduced and model skill further improved (NMB = −33%, NME = 55%, $r^2 = 0.16$). We tested whether the agreement between model and observations was sensitive to our assumed reaction rate of VOC$ _A$ with OH (simulations 18–23). Increasing this rate of reaction tends to worsen model skill. For example, when we assume an SOA yield of 60% (simulation 14, NME = 55%, $r^2 = 0.16$), increasing this rate of reaction (in an otherwise identical model experiment to simulation 14) by a factor of 10 (simulation 20, NME = 60%, $r^2 = 0.14$) and 100 (simulation 23, NME = 71%, $r^2 = 0.12$). For the rest of this work we therefore used the standard reaction rate between VOC$ _A$ and OH.
Finally, in the fifth set of experiments (simulations 24–32) we examined a number of simple mechanisms to parameterize a possible enhancement of biogenic SOA by anthropogenic pollution. We found that there was no improvement in model skill when we increased the monoterpane SOA yield to 130% individually for reaction with NO$_3$ (simulation 24, NME = 85%, $r^2 = 0.0$), O$_3$ (simulation 25, NME = 85%, $r^2 = 0.0$) or OH (simulation 26, NME = 83%, $r^2 = 0.0$). Including a reaction that represented acid-catalysed production of SOA from biogenic VOCs (simulations 27–28) results in a slight improvement in model skill (NME = 80%, $r^2 = 0.0$). Including a reaction that represents anthropogenic pollution catalysis of biogenic SOA (simulations 29–32) also results in a slight improvement in model skill (NME = 80%, $r^2 = 0.01$). However, the comparison between model and observations was substantially poorer than in simulations where the SOA source was linked directly to anthropogenic CO emissions. It is important to stress that we do not suggest that this simple empirical scheme where a source of SOA is linked to CO emissions describes the mechanism behind SOA formation.

Of the global model simulations we completed, the best fit with observations (simulation, 16, NMB = −23%, NME = 50%, $r^2 = 0.25$) is with an anthropogenically controlled SOA source of 114 Tg (SOA) a$^{-1}$ and no SOA from other sources. The agreement with this simulation is even better when considering only remote sites (NMB = −10%, NME = 41%, $r^2 = 0.51$) demonstrating that the anthropogenically controlled SOA source improves simulated OOA in remote as well as polluted urban locations. However, without any biogenic or biomass SOA sources, the concentrations of OOA during AMAZE are underpredicted by almost a factor 10. In the next section we use the global model simulations to optimise the SOA sources.

### 3.2 Optimisation of the SOA source

Due to computational constraints it is not possible to run the global model enough times to be able to accurately quantify the SOA sources that result in the optimum match with the AMS observations. Therefore to optimise the SOA sources we created linear
parameterisations of the global model which were computationally cheap and could be used to simulate SOA for a very large combination of SOA sources. In Sect. 3.5 we test the SOA sources optimised here in the full global model to confirm that they improve simulation of the AMS observations.

The linear models simulate SOA as a function of the 5 different SOA sources. We created a separate linear model for each of the 47 AMS observations in our dataset. We used as input the global model simulations 1–17 that are detailed in Table 2. We do not include simulations 18–33 as these simulations did not result in improved model skill. SOA simulated by each global model simulation was interpolated to the location and time period of the AMS observation as in Sect. 3.1. At each AMS location we then calculated a multiple linear fit of the interpolated SOA (SOA_int) simulated by the 17 global simulations as a function of the 5 different SOA sources: monoterpene \((S_M)\), isoprene \((S_I)\), anthropogenic \((S_A)\), biomass burning \((S_{BB})\) and ageing of POA \((S_P)\) resulting in a linear equation of the form:

\[
\text{SOA}_{\text{int}} = a \times S_M + b \times S_I + c \times S_A + d \times S_{BB} + e \times S_P + f,
\]

where \(a\), \(b\), \(c\), \(d\) and \(e\) are the regression coefficients and \(f\) is the error term. Each linear equation was then used to calculate simulated SOA at that location. We ran each of the 47 models over same range of SOA sources simulated by the global model but at much finer increments in SOA source and over the full combination of the 5 different sources. For each combination of the SOA sources we then calculated the NME between the SOA simulated by the 47 models and the AMS observations at the 47 locations.

Figure 5 a, b shows NME between SOA simulated by the linear models and OOA observed by the AMS as a function of SOA source. The NME is calculated across all AMS locations. The minimum in NME between simulated and observed SOA is 47.5%. To calculate the optimum SOA source we first calculated the array of SOA sources that result in a NME that was within 2% of minimum NME (in this case a NME less than 48.5%). We assumed that the optimised SOA source was the average of the array
that satisfied this criteria. We tested the sensitivity of our optimisation method to a range of cutoff values from within 0.5% of the minimum in NME (in this case a NME less than 47.7%) to within 5% (in this case a NME less than 50%) and found that this altered our total optimised SOA source by less than 5%. For the rest of the work we used a cutoff value of 2%. We assume that the error in our fitting method was equal to the standard deviation of the array of SOA sources that satisfy the above criteria. The relative error in the different sources of SOA was isoprene: ±92%; monoterpane: ±92%; anthropogenically controlled: ±4%; biomass burning: ±22%; POA to OOA conversion: 25%.

Using the method described above gives an optimised SOA source of $130 \pm 4$ Tg (SOA) a$^{-1}$, consisting of $1 \pm 1$ Tg (SOA) a$^{-1}$ from isoprene, $1 \pm 1$ Tg (SOA) a$^{-1}$ from monoterpenes, $2 \pm 0.4$ Tg (SOA) a$^{-1}$ from biomass burning, $95 \pm 4$ Tg (SOA) a$^{-1}$ from anthropogenically controlled SOA and $30 \pm 20$ Tg (SOA) a$^{-1}$ from POA to OOA conversion. We also optimised the model against both OOA and total OA. This did not impact our optimised source greatly: our optimised total SOA source was $135 \pm 4$ Tg (SOA) a$^{-1}$, consisting of $1 \pm 1$ Tg (SOA) a$^{-1}$ from isoprene, $1 \pm 1$ Tg (SOA) a$^{-1}$ from monoterpenes, $2 \pm 0.4$ Tg (SOA) a$^{-1}$ from biomass burning, $100 \pm 4$ Tg (SOA) a$^{-1}$ from anthropogenically controlled SOA and $30 \pm 8$ Tg (SOA) a$^{-1}$ from POA to OOA conversion.

The quoted uncertainties above only include uncertainty in our fitting process. Our simulated SOA budget is also uncertain due to errors in OA and OOA observed by the AMS, OA aerosol lifetime simulated by the global model and the vertical profile of OA simulated by the global model. We estimated the uncertainty arising due to each of these factors. We estimated an AMS observation uncertainty of ±25% (Cana-garatna et al., 2007), which is consistent with the agreement we show below between the optimised model and the IMPROVE observations. The AEROCOM multi-model OA lifetime (mean ± standard deviation) is 6.54 days ± 27% (Textor et al., 2006) and is well matched by the lifetime in GLOMAP (6.1 days, Mann et al., 2010). We assumed that this standard deviation in AEROCOM multi-model lifetime is representative
of the uncertainty in simulated aerosol lifetime. The simulated vertical profile of OA is not well constrained due to a limited number of AMS observations above the BL. We estimated that uncertainty in the vertical profile introduces a ±50% uncertainty in our optimised SOA budget. We combined these errors with the errors in our fitting technique in quadrature. This gave an overall error in total SOA source of ±62% with errors in the individual sources of isoprene: 110%, monoterpene: 110%, biomass burning: 66%, POA to SOA conversion: 66%, anthropogenically controlled: 62%. Our optimised SOA source, with our full uncertainty estimate, is $130 \pm 80 \text{Tg (SOA) a}^{-1}$, consisting of $1 \pm 1 \text{Tg (SOA) a}^{-1}$ from isoprene, $1 \pm 1 \text{Tg (SOA) a}^{-1}$ from monoterpene, $2 \pm 3 \text{Tg (SOA) a}^{-1}$ from biomass burning, $95 \pm 60 \text{Tg (SOA) a}^{-1}$ from anthropogenically controlled SOA and $30 \pm 20 \text{Tg (SOA) a}^{-1}$ from POA to OOA conversion.

### 3.3 Representativeness of AMS dataset

The AMS observations used in our analysis are not equally distributed around the globe since the majority of observations were made during the summer in the NH mid-latitudes. This unequal distribution may introduce a bias into our optimised SOA sources. To explore this possibility we tested how representative the AMS dataset was in terms of the concentration probability distribution of the different VOCs in our SOA scheme. Because coincident AMS and VOC observations are rarely available we were not able to compare simulated versus observed VOC concentrations at the AMS locations. Instead we compared the GLOMAP simulated probability distribution of VOC concentrations over all continental locations (excluding Antarctica) against the GLOMAP simulated probability distribution of VOC concentrations but restricted to the locations and time periods of the AMS observations. Figure 6 compares these two simulated distributions. We found that simulated VOC concentrations at the AMS locations were broadly representative of the global simulated distribution of isoprene and monoterpene, but are skewed to high VOC$_A$ and low VOC$_BB$ concentrations. For example, about 35% of the AMS observations are in locations where simulated VOC$_A$ is between 200–500 pptv, whereas only about 10% of the continental grid squares...
have this concentration in the global model. This skew to polluted locations is because the majority of AMS observations have taken place in the relatively polluted NH mid-latitudes. This analysis can be used to suggest where future AMS observations should be prioritised. Locations with VOC\textsubscript{A} < 20 pptv and high isoprene, monoterpenes or VOC\textsubscript{BB} in Fig. 1 (e.g. many locations in the tropical Southern Hemisphere, such as the Amazon basin, Central Africa, Northern Australia) would diversify the observation dataset most effectively.

To remove this sampling bias from the AMS dataset we weighted each AMS observation by the ratio of the frequency of occurrence in the probability distribution for that location and the frequency of occurrence in the global probability distribution. We did this cumulatively for each VOC. This particularly increased the weight of AMS observations at low VOC\textsubscript{A} concentrations and resulted in the most heavily weighted observations being central Amazon (AMAZE, weighted by a factor 12) and coastal Chile (VOCALS, weighted by a factor 7).

We reran our linear equations, but now using the weighting according to the above analysis. Figure 5c and d show a repeat of the fits shown in Fig. 5a and b but using the weighted dataset. The optimised SOA source using these weighted observations was $140 \pm 90 \text{Tg (SOA) a}^{-1}$, consisting of $7 \pm 7 \text{Tg (SOA) a}^{-1}$ from isoprene, $6 \pm 6 \text{Tg (SOA) a}^{-1}$ from monoterpenes, $3 \pm 4 \text{Tg (SOA) a}^{-1}$ from biomass burning, $100 \pm 60 \text{Tg (SOA) a}^{-1}$ anthropogenically controlled SOA and $23 \pm 15 \text{Tg (SOA) a}^{-1}$ from aged POA. Weighting the observations therefore does not greatly impact the total SOA source calculated or the source from anthropogenic pollution, biomass burning or from aged POA, but increases the SOA from biogenic sources from 2 to $13 \text{Tg (SOA) a}^{-1}$. We also optimised the SOA sources against both OA and OOA. As before this did not change the optimised sources greatly: optimised sources were $145 \pm 90 \text{Tg (SOA) a}^{-1}$ consisting of from $6 \pm 6 \text{Tg (SOA) a}^{-1}$ from isoprene, $6 \pm 6 \text{Tg (SOA) a}^{-1}$ from monoterpenes, $4 \pm 5 \text{Tg (SOA) a}^{-1}$ from biomass burning, $100 \pm 65 \text{Tg (SOA) a}^{-1}$ anthropogenically controlled SOA and $31 \pm 25 \text{Tg (SOA) a}^{-1}$ from aged POA.
3.4 Discussion of the optimisation methods

Our different methods of SOA source optimisation described in Sects. 3.2 and 3.3 (weighted or unweighted AMS dataset, optimising against only OOA or both OA and OOA observations) changes the total optimised SOA source by less than 10% (range: 130–145 Tg (SOA) a\(^{-1}\)). The anthropogenically controlled SOA source is also very robust, with the different approaches changing the optimised source by less than 5% (range: 95–100 Tg (SOA) a\(^{-1}\)). The biomass burning source is uncertain but always relatively small in our analysis (range: 2–4 Tg (SOA) a\(^{-1}\)). Both the biogenic SOA (monoterpenes and isoprene, range: 2–13 Tg (SOA) a\(^{-1}\)) and aged POA sources (23–31 Tg (SOA) a\(^{-1}\)) are less well constrained due to the limited number of observations that have been made in air that is both heavily impacted by these sources and remote enough from anthropogenic pollution so as the signal from these smaller sources is not swamped. For the rest of the work we use the optimised SOA source constrained against OOA using the weighted AMS dataset as we believe that this is likely to give the strongest constraint. However, as we have shown our choice of method does not greatly impact our results.

3.5 Optimised SOA sources in the global model

We reran the global model using our optimised SOA sources (simulation 34, Table 2). With these optimised sources GLOMAP better simulates both AMS-observed OA (NMB = −12%, NME = 59%, \(r^2 = 0.31\)) and OOA (NMB = −11%, NME = 53%, \(r^2 = 0.23\)) compared to the standard model (simulation 1, OA: NMB = −68%, NME = 74%, \(r^2 = 0.27\); OOA: NMB = −85%, NME = 87%, \(r^2 = 0.00\)).

We also used observations from the IMPROVE network as an independent check to test the optimised sources in the global model (Fig. 7). We compared against year 2000 monthly mean organic carbon observations from IMPROVE. The baseline model underpredicts organic carbon observed by IMPROVE (NMB = −66%, NME = 68%) as has been shown previously (Mann et al., 2010). Increasing the SOA yield from biogenic...
VOCs reduces the model bias but does little to improve the model error (NMB = −58%, NME = 63%; NMB = 32%, NME = 95%; Fig. 7b and c). The model with optimised SOA sources (simulation 34, Fig. 7d) has smaller model error and bias (NMB = −7%, NME = 51%). The model has a slightly smaller bias (NMB = 1%) when compared against the 2000–2004 average monthly mean IMPROVE observations. Interannual variability in wildfires which has been shown to dominate the interannual variability in OC aerosol concentrations over the United States (Spracklen et al., 2007) may explain the slightly low bias when compared against year 2000 observations.

Figure 8 shows the global distribution of simulated surface SOA concentrations. Annual mean surface SOA concentrations greater than 4 µg m$^{-3}$ are simulated over the SE United States, India, China and the biomass burning regions of western and central Africa. The maximum contribution from biogenic sources is 1–2 µg m$^{-3}$ over parts of the Amazon and Congo. Biomass burning results in SOA concentrations of 2 µg m$^{-3}$ over Africa due to production from biomass burning VOCs and from POA to SOA conversion. Anthropogenically controlled SOA concentrations exceed 4 µg m$^{-3}$ in the SE United States, India and China.

Our optimised SOA source ($140 ± 90$ Tg (SOA) a$^{-1}$) is about a factor 2 greater than the upper end of bottom-up estimates used in global model studies (12–70 Tg (SOA) a$^{-1}$, Kanakidou et al., 2005) and at the lower end of recent top-down estimates (280–1820 Tg (SOA) a$^{-1}$: Goldstein and Galbally, 2007; 50–420 Tg (SOA) a$^{-1}$, Hallquist et al., 2009). Our estimated SOA source from ageing of POA ($23 ± 15$ Tg (SOA) a$^{-1}$) is within the range (10–66 Tg (SOA) a$^{-1}$) from Hallquist et al. (2009). Our optimised anthropogenically controlled SOA source ($100 ± 60$ Tg (SOA) a$^{-1}$) is above the upper end of the range (4–24 Tg (SOA) a$^{-1}$) suggested by Hallquist et al. (2009) and also above the estimate of 13.5 Tg (SOA) a$^{-1}$ from de Gouw and Jimenez (2009). Below we use radiocarbon observations to further investigate the origin of this source. Our optimised biogenic SOA source ($13 ± 9$ Tg (SOA) a$^{-1}$) is at the lower end of previous estimates, being 1–2 orders-of-magnitude lower than the range of estimates from Goldstein and Galbally (2007).
although within the very broad range (0–360 Tg (SOA) a\(^{-1}\)) from Hallquist et al. (2009). Assuming the biogenic VOC emissions we assume are correct, our biogenic SOA source of 13 Tg (SOA) a\(^{-1}\) implies an SOA yield from isoprene plus monoterpenes of \sim 2\%.

Our total simulated burden of SOA is 1.84 ± 1.14 Tg SOA, more than a factor 2 greater than recent global model studies (e.g., 0.81 Tg SOA; Henze et al., 2008). We estimate the uncertainty in our SOA burden by running the global model with the lower and upper estimate of our SOA sources.

Figure 9 shows the fractional contribution of biogenic, biomass and anthropogenically controlled sources to total simulated SOA concentrations. The substantial contribution of anthropogenically controlled SOA (100 Tg (SOA) a\(^{-1}\), 70\% of total SOA source) is not consistent with current understanding of SOA formation from anthropogenic VOCs. Previous global model studies, those including more recent parameterisations, suggest that anthropogenic VOCs contribute less than 10 Tg (SOA) a\(^{-1}\) (e.g., Tsagaridis et al., 2006; Heald et al., 2008; Henze et al., 2008, Farina et al., 2010). Our optimised SOA source would require an average SOA yield of 79\% from anthropogenic VOCs. Whilst such high yields have been observed in laboratory studies under certain conditions for species such as for toluene and benzene (Ng et al., 2007; Hildebrandt et al., 2009), this yield is substantially larger than expected for the majority of anthropogenic VOCs. Pye and Seinfeld (2010) predict that primary anthropogenic emissions of S/IVOCs can produce substantial quantities of SOA. The EDGAR inventory, from which we obtain global emissions of anthropogenic VOCs, does not include emissions of S/IVOCs and this could potentially explain some of our anthropogenically controlled SOA. To further examine the fraction of SOA that can be attributed to anthropogenic VOCs, in the next section we analyse radiocarbon data.
3.6 Radiocarbon observations

We used radiocarbon data to test our optimised source-specific SOA sources. Measurements of the radiocarbon $^{14}$C:$^{12}$C ratio in ambient aerosol have been used to estimate the fraction of total carbon aerosol that is modern (non-fossil). Such analysis shows that a large fraction (typically 80–100%) of OA in rural regions of the SE United States is non-fossil (Bench et al., 2007; Weber et al., 2007; Ding et al., 2008).

We supplemented the $^{14}$C dataset compiled by Hodzic et al. (2010b) with additional observations from Bench et al. (2007). Mass concentrations of total carbon aerosol reported in the combined $^{14}$C dataset (mean 7.9 µgC m$^{-3}$, median 4.9 µgC m$^{-3}$) are greater than total carbon aerosol observed by IMPROVE (year 2000 mean 1.65 µgC m$^{-3}$, median 1.22 µgC m$^{-3}$) or OA observed by AMS (mean 2.1 µgC m$^{-3}$, median 1.5 µgC m$^{-3}$). This may be due to the $^{14}$C dataset being biased to locations and/or periods of high OC concentrations, perhaps due to the need for high amounts of OA for successful $^{14}$C analysis, especially with older instrumentation (Schichtel et al., 2008). Figure 10a shows a comparison between simulated and observed total carbon aerosol. Both the standard (simulation 1) and optimised model (simulation 34) underpredicted total carbon aerosol reported by this database (NMB = −85% and NMB = −72% respectively). Model performance was worst at sites classified as “urban” or “valley”, likely because the coarse resolution of the global model is unable to resolve urban scale pollution. When we restricted analysis to sites that were classified as “remote”, the standard model underpredicted total carbon aerosol mass (NMB = −58%) whereas the optimised model was in good agreement (NMB = −4%). We therefore restricted our comparison of $^{14}$C data to the remote sites where the optimised model was able to well simulate total carbon mass concentrations.

The $^{14}$C database has a mean non-fossil fraction of 65% across all sites and 84% when restricted to sites that are classified as remote. We note that some of the values in the dataset may overestimate non-fossil carbon by 0–10%, depending on the mix of non-fossil sources, due to not accounting for the higher $^{14}$C from wood combustion.
However, this uncertainty is small compared to the discrepancy between observed and simulated non-fossil carbon that we report below. We calculated the non-fossil fraction simulated using our optimised SOA sources. We assumed that 20% of anthropogenically controlled SOA is non-fossil, as our best estimate for urban pollution sources (Hildemann et al., 1994; Hodzic et al., 2010b). With this assumption we simulated an average non-fossil fraction at remote sites of 25% (NMB = −71%), underpredicting non-fossil carbon (NMB = −67%) and overpredicting fossil-carbon (NMB = 271%) (Fig. 10b–d).

We then varied the fraction of optimised anthropogenically controlled SOA source that would need to be non-fossil to match the $^{14}$C data at remote sites. When we assumed that 93% of anthropogenically controlled SOA was non-fossil the model best matched both fossil (NMB = 0.9%) and non-fossil carbon (NMB = −5%). With this assumption the model predicted a mean non-fossil fraction of 73% at remote sites which was close to the observed value (NMB = −13%).

We use this analysis to further classify our “anthropogenically controlled” SOA. Our analysis suggests a maximum of 10% (∼10 Tg (SOA) a$^{-1}$) of the anthropogenically controlled SOA is from anthropogenic VOCs. In the rest of the paper we define the 10% of the “anthropogenically controlled” SOA that appears to be arising from anthropogenic VOCs as Urban SOA, in line with de Gouw and Jimenez (2009). Our estimate is broadly consistent with previous estimates: 6–34 Tg (SOA) a$^{-1}$ (Hallquist et al., 2009) and 2–12 Tg (SOA) a$^{-1}$ (Henze et al., 2008) from anthropogenic VOCs and with the urban SOA source of 13.5 Tg (SOA) a$^{-1}$ estimated by de Gouw and Jimenez (2009). The majority of our anthropogenically controlled SOA source (∼90%, 90 Tg (SOA) a$^{-1}$) is therefore likely to come from sources other than anthropogenic VOCs. It is possible that a fraction of this source could arise from an underestimated impact of biomass burning in the mid latitudes, however this appears unlikely to explain a significant fraction of the source. Previous studies have suggested a role for anthropogenic pollution in the enhancement of SOA formation from biogenic VOCs (de Gouw et al., 2005; Weber et al., 2007; Goldstein et al., 2009), and the recent modelling study of Carlton et
al. (2010) suggests that pollution enhances biogenic SOA formation over the US by a factor of 2. Our analysis suggests a substantially larger enhancement. Additionally, much of the effect that causes the enhancement in the Carlton et al. study (such as higher oxidants in polluted regions) are already included in our standard model. Therefore if a substantial fraction of our inferred “anthropogenically controlled” SOA is arising from biogenic VOC, the enhancement of SOA yield due to pollution is almost an order-of-magnitude greater than is currently understood. We term this SOA source as “anthropogenically controlled” biogenic SOA (AC-BSOA). If we sum the “biogenic” plus AC-BSOA source, the net SOA yield from monoterpenes plus isoprene is ~16%.

Figure 11 shows the estimated zonal distribution of our optimised OA sources compared to those estimated by de Gouw and Jimenez (2010). Our total OA source (both primary and secondary) is 164 Tg (OA) a\(^{-1}\), with a total SOA source of 140 Tg (SOA) a\(^{-1}\) (including oxidation of POA to SOA) or 117 Tg (SOA) a\(^{-1}\) (excluding oxidation of POA). This compares to a total SOA source of 45 Tg (SOA) a\(^{-1}\) estimated by de Gouw and Jimenez (2009). Our total SOA source is larger due to the large source of SOA we infer from anthropogenic enhancement of biogenic SOA that was not included in de Gouw and Jimenez (2009). Our estimated urban SOA source is similar to that of de Gouw and Jimenez (2009). We estimate a substantial source of SOA from oxidation of POA (23 \(\pm\) 15 Tg (SOA) a\(^{-1}\)), that is not shown in Fig. 11 as it is included in the POA source.

### 3.7 Estimation of aerosol forcing due to anthropogenically controlled SOA

We estimated the aerosol direct effect (ADE) and the cloud albedo aerosol indirect effect (AIE) due to the presence of the anthropogenically controlled SOA. We did this through comparing model runs with and without our optimised anthropogenically controlled SOA source. We estimate an uncertainty in the radiative effect of the anthropogenically controlled SOA source using the upper (160 Tg (SOA) a\(^{-1}\)) and lower (40 Tg (SOA) a\(^{-1}\)) limit of our source estimate.
To estimate the ADE we used the anthropogenically controlled SOA burden simulated by GLOMAP along with the AeroCom multi-model mean OA burden (0.66 Tg) and multi-model mean ADE (−0.13 W m\(^{-2}\)). The GLOMAP simulated burden of anthropogenically controlled SOA (1.3 ± 0.8 Tg) results in an estimated ADE of −0.26 ± 0.15 W m\(^{-2}\). This estimation assumes that the optical properties of the anthropogenic SOA are identical to that of OA within the AeroCom models. More sophisticated estimates of the ADE from anthropogenically-controlled SOA are now required.

To calculate the AIE we first calculated the cloud drop number concentrations (CDNC) with (perturbed) and without (baseline) anthropogenically controlled SOA. Both the baseline and perturbed runs included all other aerosol sources treated in this study. We calculated CDNC using the simulated aerosol size distribution and a mechanistic parameterization of cloud drop formation (Nenes and Seinfeld, 2003). We have shown previously that this method produces realistic CDNC (Merikanto et al., 2010).

We calculated cloud albedo using the off-line version of the Edwards and Slingo (1996) radiative transfer model together with monthly mean climatological cloud fields and surface albedo (averaged over the period 1983–2005) from the International Satellite Cloud Climatology (ISCCP) (Rossow and Schiffer, 1999). The model uses 9 bands in the longwave and 6 bands in the shortwave and a delta-Eddington 2 stream scattering solver at all wavelengths. In our climatology, the clouds were added to three unique vertical levels, corresponding to low and middle and high clouds. Water vapour, temperature and ozone data are based on European Centre for Medium-Range Weather Forecasting reanalysis data (see Rap et al., 2010 for details). For the unperturbed and perturbed runs, cloud effective drop radius \( r_e \) (in µm) for low and mid level water clouds was calculated from the GLOMAP CDNC (in cm\(^{-3}\)) and ISCCP derived liquid water paths (LWP, in g m\(^{-2}\)), using the Bower et al. (1994) parameterisation, namely:

\[
r_e = 100 \times \left[ \frac{\text{LWP}}{\text{LWP} \times (\Delta z) \times 3/(4\pi \times \text{CDNC})} \right]^{1/3},
\]
where $\Delta z$ is the cloud thickness, which in our climatology is roughly 1400 m and 2900 m for low and middle clouds, respectively. Only water clouds were modified.

The cloud albedo AIE at the top of the atmosphere was then calculated by comparing the cloud albedo calculated with anthropogenically controlled SOA compared to the cloud albedo calculated without anthropogenically controlled SOA. Figure 12 shows the AIE due to our anthropogenically controlled SOA source. We calculate a global annual mean AIE of $-0.6^{+0.24}_{-0.14}$ $\text{Wm}^{-2}$. Our calculated AIE is substantial compared with the IPCC value of $-0.7 \pm 0.4$ $\text{Wm}^{-2}$, which does not include SOA. Future work is now needed to explore uncertainties in the contribution of this anthropogenically controlled SOA to particle growth rates and the interaction with BL particle formation (Spracklen et al., 2008a) both of which may greatly impact the contribution to the formation of CCN and the AIE.

4 Conclusions

We have used a 3-D chemical transport model and a global dataset of organic aerosol (OA) observed by the AMS to produce new top-down constraints on the secondary organic aerosol (SOA) budget. Our optimised model has a global SOA source of $140 \pm 90$ Tg (SOA) a$^{-1}$ which is a factor of two greater than bottom-up estimates but at the lower end of previous top-down studies (Fig. 14). Our optimised SOA sources also improved comparison with OA observations over the United States made by IMPROVE. The total OA source (including primary organic aerosol) in our study is $164 \pm 90$ Tg (OA) a$^{-1}$. Our estimate is similar to a recent top-down estimate of the OA budget using satellite observations of aerosol optical depth and a global model (Heald et al., 2010) which suggested an OA source of $300 \pm 240$ Tg (OA) a$^{-1}$ (assuming a 2:1 OA:OC conversion).

We resolved the SOA budget into 4 different sources with $100 \pm 60$ Tg (SOA) a$^{-1}$ from anthropogenically controlled sources, $13 \pm 8$ Tg (SOA) a$^{-1}$ from biogenic sources, $3 \pm 3$ Tg (SOA) a$^{-1}$ from biomass burning and $23 \pm 15$ Tg (SOA) a$^{-1}$ from conversion of
POA (mostly from biomass burning sources). We used $^{14}$C (radiocarbon) observations made in remote locations to characterise the anthropogenically controlled SOA source. Assuming that the anthropogenically controlled SOA source is largely from anthropogenic VOCs is inconsistent with measured fractions of non-fossil carbon in OA in remote regions. To match the non-fossil fraction calculated from $^{14}$C observations we estimate that a maximum of $\sim 10$ Tg (SOA) a$^{-1}$ can be formed directly from anthropogenic VOCs. We ascribe the remaining 90 Tg (SOA) a$^{-1}$ to anthropogenic pollution enhancement of SOA formation from biogenic VOCs as suggested in previous studies (e.g., de Gouw et al., 2005; Weber et al., 2007). The majority of $^{14}$C observations have been made in urban or sub-urban locations and we suggest that additional observations are required in locations remote from anthropogenic pollution. This anthropogenically controlled SOA source that we infer results in a larger SOA source in the Northern Hemisphere mid-latitudes than in previous studies.

The magnitude of the potential enhancement by pollution of SOA formation from biogenic VOCs appears to be almost an order-of-magnitude larger than with currently proposed mechanisms. Carlton et al. (2010) use the terms “controllable” and “non-controllable” to classify SOA from biogenic VOCs, and suggests that about $1/2$ of the SOA from biogenic VOCs is controllable. Our work suggests that this fraction of controllable biogenic-VOC may be even larger, but says nothing about the mechanism and therefore gives little guidance to policy efforts that might be aimed at reducing SOA. Future process studies in the field and the laboratory need to investigate the mechanisms by which this potential enhancement may occur. We estimate that this anthropogenically controlled SOA results in an aerosol direct effect of $-0.26 \pm 0.15$ Wm$^{-2}$ and a cloud albedo aerosol indirect effect of $-0.6^{+0.24}_{-0.14}$ Wm$^{-2}$. Our calculated cloud albedo radiative effect is substantial compared to the aerosol indirect effect from all anthropogenic aerosol of $-0.7 \pm 0.4$ Wm$^{-2}$ calculated by the IPCC (Forster et al., 2007), but which did not include SOA.

The AMS database used in this analysis is spatially limited, lacks information on the seasonal cycle at most locations and has very limited information on the vertical
OA profile. We have shown that the location of observations in the database is representative of biogenic VOC concentrations over land, but it is biased to regions of higher anthropogenic pollution. We attempt to account for this bias in sampling by differentially weighting the AMS observations and find that it does not greatly alter our estimated SOA sources. To enable tighter constraints from analysis with the methods presented here, additional OA observations are required in locations that have small influence from anthropogenic pollution and high influence from biogenic and/or biomass burning sources, such as in the tropics, particularly Amazonia, Central Africa, Northern Australia, the Southern Hemisphere and remote boreal forest locations.
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Table 1. Reactions of VOCs: anthropogenic (VOC$_A$), biomass burning (VOC$_{BB}$) and biogenic (isoprene and $\alpha$-pinene; VOC$_B$) to produce an assumed condensable product (SOA$_g$) with molar yield ($y_1$ to $y_{10}$). The reaction rate of Reactions (7–10) were scaled by a linear factor ($r_7$ through $r_{10}$).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\alpha$-pinene + OH → $y_1$. SOAg</td>
<td>$1.2 \times 10^{-11} \exp (444/T)$</td>
</tr>
<tr>
<td>2 $\alpha$-pinene + O$_3$ → $y_2$. SOAg</td>
<td>$1.01 \times 10^{-15} \exp (-732/T)$</td>
</tr>
<tr>
<td>3 $\alpha$-pinene + NO$_3$ → $y_3$. SOAg</td>
<td>$1.19 \times 10^{-12} \exp (490/T)$</td>
</tr>
<tr>
<td>4 isoprene + OH → $y_4$. SOAg</td>
<td>$2.7 \times 10^{-11} \exp (390/T)$</td>
</tr>
<tr>
<td>5 isoprene + O$_3$ → $y_5$. SOAg</td>
<td>$1 \times 10^{-14} \exp (-1995/T)$</td>
</tr>
<tr>
<td>6 isoprene + NO$_3$ → $y_6$. SOAg</td>
<td>$3.15 \times 10^{-12} \exp (-450/T)$</td>
</tr>
<tr>
<td>7 VOC$_A$ + OH → $y_7$. SOAg</td>
<td>$5 \times 10^{-12} \times r_7$ (*)</td>
</tr>
<tr>
<td>8 VOC$_{BB}$ + OH → $y_8$. SOAg</td>
<td>$5 \times 10^{-12} \times r_8$</td>
</tr>
<tr>
<td>9 VOC$_B$ + VOC$_A$ → $y_9$. SOAg + VOC$_A$</td>
<td>$5 \times 10^{-16} \times r_9$</td>
</tr>
<tr>
<td>10 VOC$_B$ + SO$<em>2$ → $y</em>{10}$. SOAg + SO$_2$</td>
<td>$1 \times 10^{-14} \times r_{10}$</td>
</tr>
</tbody>
</table>

(*): this estimated rate is based on the summaries of field observations by de Gouw et al. (2008) and DeCarlo et al. (2010).
Table 2. Summary statistics for the evaluation of simulated sulfate, OA, HOA and OOA against AMS observations with comparison at sites classified as remote in parenthesis. The SOA source from monoterpenes ($S_M$), isoprene ($S_I$), anthropogenic VOC ($S_A$), biomass burning VOC ($S_{BB}$) and from oxidation of POA to SOA ($S_P$), are detailed for each simulation.

<table>
<thead>
<tr>
<th>#</th>
<th>SOA yield (y), reaction rate (r), and POA half-life ($\tau_p$)$^a$</th>
<th>Global SOA source$^b$/ Tg (SOA) a$^{-1}$</th>
<th>Summary statistics$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$S_M$</td>
<td>$S_I$</td>
</tr>
<tr>
<td>Comparison against observed sulfate</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparison against observed OA</td>
<td>1</td>
<td>y1-3=26%</td>
<td>32.3</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>Optimised yields</td>
<td>6.5</td>
</tr>
<tr>
<td>Comparison against observed OOA</td>
<td>1</td>
<td>y1-3=26%</td>
<td>32.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>y1-3=130%</td>
<td>161.5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>y1-3=198%</td>
<td>246.0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>y1-3=26%, y4-6=6%</td>
<td>32.3</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>y1-3=26%, y4-6=12%</td>
<td>32.3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>y1-3=26%, y4-6=6%, y8=90%</td>
<td>32.3</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>y1-3=26%, y4-6=6%, y8=180%</td>
<td>32.3</td>
</tr>
</tbody>
</table>
Table 2. Continued.

<table>
<thead>
<tr>
<th>#</th>
<th>SOA yield (y), reaction rate (r), and POA half-life (τ_p)</th>
<th>Global SOA source / Tg (SOA) a⁻¹</th>
<th>Summary statistics c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S_M</td>
<td>S_I</td>
<td>S_A</td>
</tr>
<tr>
<td>8</td>
<td>y1-3=26%, y4-6=6%, τ_p = 1 day</td>
<td>32.3</td>
<td>26.2</td>
</tr>
<tr>
<td>9</td>
<td>y1-3=16%, y4-6=6%, τ_p = 2.7 days</td>
<td>32.3</td>
<td>26.2</td>
</tr>
<tr>
<td>10</td>
<td>y1-3=26%, y4-5=6%, τ_p = 8 days</td>
<td>32.3</td>
<td>26.2</td>
</tr>
<tr>
<td>11</td>
<td>y1-3=26%, y4-6=6%, y7=30%</td>
<td>32.3</td>
<td>26.2</td>
</tr>
<tr>
<td>12</td>
<td>y1-3=26%, y4-6=6%, y7=60%</td>
<td>32.3</td>
<td>26.2</td>
</tr>
<tr>
<td>13</td>
<td>y1-3=26%, y7=30%</td>
<td>32.3</td>
<td>0.</td>
</tr>
<tr>
<td>14</td>
<td>y1-3=26%, y7=60%</td>
<td>32.3</td>
<td>0.</td>
</tr>
<tr>
<td>15</td>
<td>y1-3=26%, y7=90%</td>
<td>32.3</td>
<td>0.</td>
</tr>
<tr>
<td>16</td>
<td>y7=90%</td>
<td>0.0</td>
<td>0.</td>
</tr>
<tr>
<td>17</td>
<td>y1-3=26%, y4-5=6%, y7=30%, y8=90%</td>
<td>32.3</td>
<td>26.2</td>
</tr>
<tr>
<td>18</td>
<td>y1-3=26%, y7=30%, r7=10</td>
<td>32.3</td>
<td>0.</td>
</tr>
</tbody>
</table>
Table 2. Continued.

<table>
<thead>
<tr>
<th>#</th>
<th>SOA yield (y), reaction rate (r), and POA half-life ($\tau_p$)</th>
<th>Global SOA source$^b$/ Tg (SOA) a$^{-1}$</th>
<th>Summary statistics$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S_M$ $S_I$ $S_A$ $S_{BB}$ $S_p$ NMB/% NME/% $R^2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>y1-3=26%, y7=60%, r7=10</td>
<td>32.3 0. 77.6 0. 0. $-15 (-8)$ 60 (60) 0.14 (0.20)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>y1-3=26%, y7=90%, r7=10</td>
<td>32.3 0. 116. 0. 0. 20 (27) 75 (64) 0.16 (0.25)</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>y1-3=26%, y7=30%, r7=100</td>
<td>32.3 0. 39. 0. 0. $-42 (-40)$ 61 (69) 0.09 (0.09)</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>y1-3=26%, y7=60%, r7=100</td>
<td>32.3 0. 78. 0. 0. 1 (1) 71 (64) 0.12 (0.17)</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>y1-3=26%, y7=90%, r7=100</td>
<td>32.3 0. 117. 0. 0. 44 (42) 93 (78) 0.12 (0.21)</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>y1-2=26%, y3=130%</td>
<td>104.8 0.0 0. 0. 0. $-50 (-36)$ 85 (105) 0.00 (0.02)</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>y1,3=26%, y2=130%</td>
<td>44.9 0.0 0. 0. 0. $-78 (-71)$ 85 (89) 0.00 (0.01)</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>y1=130%, y2-3=36%</td>
<td>53.4 0.0 0. 0. 0. $-65 (-55)$ 83 (96) 0.00 (0.02)</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>y1-y3=26%, y10=130%, r10=1</td>
<td>39.6 0.0 0. 0. 0. $-73 (-70)$ 81 (88) 0.01 (0.00)</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>y1-y3=26%, y10=130%, r10=10</td>
<td>63.4 0.0 0. 0. 0. $-50 (-44)$ 80 (97) 0.00 (0.00)</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>y1-3=26%, y4-6=6%, r9=1, y9=100%</td>
<td>63 0. 0. 0. 0. $-71 (-65)$ 82 (92) 0.00 (0.02)</td>
<td></td>
</tr>
</tbody>
</table>
### Table 2. Continued.

<table>
<thead>
<tr>
<th>#</th>
<th>SOA yield (y), reaction rate (r), and POA half-life (τ_p)</th>
<th>Global SOA source^b/ Tg (SOA) a^−1</th>
<th>Summary statistics^c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>S_M</td>
<td>S_i</td>
</tr>
<tr>
<td>30</td>
<td>y1-3=26%, y4-6=6%, y9=10, y9=100%</td>
<td>99.</td>
<td>0.</td>
</tr>
<tr>
<td>31</td>
<td>y1-3=26%, y4-6=6%, y9=10, y9=50%</td>
<td>78.3</td>
<td>0.</td>
</tr>
<tr>
<td>32</td>
<td>y1-3=26%, y4-6=6%, y9=10, y9=20%</td>
<td>65.8</td>
<td>0.</td>
</tr>
<tr>
<td>33</td>
<td>Optimised yields</td>
<td>6.5</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Comparison against observed HOA

<table>
<thead>
<tr>
<th></th>
<th>N/A</th>
<th>N/A</th>
<th>N/A</th>
<th>N/A</th>
<th>N/A</th>
<th>-16 (274)</th>
<th>NMB (%)</th>
<th>NME (%)</th>
<th>R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>τ_p = 1 day</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>79</td>
<td>-60 (45)</td>
<td>85 (274)</td>
<td>0.27 (0.65)</td>
</tr>
<tr>
<td>17</td>
<td>τ_p = 2.7 days</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>65</td>
<td>-46 (114)</td>
<td>74 (73)</td>
<td>0.37 (0.71)</td>
</tr>
<tr>
<td>18</td>
<td>τ_p = 8 days</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>35</td>
<td>31 (190)</td>
<td>78 (122)</td>
<td>0.31 (0.67)</td>
</tr>
</tbody>
</table>

^a* Reactions specified in Table 1. SOA yields (y1–y10) are defined as the SOA mass as a fraction of the VOC mass expressed as a percentage. They are specified when they are non-zero. In simulations 16-18 POA is aged to SOA assuming a first order rate constant. We specify the half life (τ_p) of POA with respect to ageing to SOA. ^b Conversion factor of 2 Tg (SOA): 1 Tg (C). ^c Normalised mean bias (NMB) = 100% × Σ(M_i − O_i)/ΣO_i; normalised mean error (NME) = 100% × Σ|M_i − O_i|/ΣO_i and correlation coefficient (R^2) between model (M_i) and observations (O_i) where i represents a given study in the AMS dataset.
Table 3. Summary of the location, time and duration of the AMS studies, additional to those described in Zhang et al. (2007), that were used in our analysis. All additional sites were classified as remote.

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Location</th>
<th>Lon.</th>
<th>Lat.</th>
<th>Elevation (m)</th>
<th>Time Period</th>
<th>Season</th>
<th>Previous publications/Acknowledgments</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP3</td>
<td>Bukit Atur, Sabah, Malaysia</td>
<td>117.8</td>
<td>5.0</td>
<td>426</td>
<td>06/21/2008–07/24/2008</td>
<td>Wet</td>
<td>Hewitt et al. (2010); Robinson et al. (2011)</td>
</tr>
<tr>
<td>AMAZE</td>
<td>Near Manaus, Amazon</td>
<td>−60.2</td>
<td>−2.6</td>
<td>100</td>
<td>02/07/2008–03/13/2008</td>
<td>Wet</td>
<td>Chen et al. (2009); Pöschl et al. (2010)</td>
</tr>
<tr>
<td>Whistler</td>
<td>Whistler Peak, BC, Canada</td>
<td>−122.9</td>
<td>50.0</td>
<td>2181</td>
<td>04/20/2006–05/17/2006</td>
<td>Summer</td>
<td>Sun et al. (2009)</td>
</tr>
<tr>
<td>Trinidad Head</td>
<td>Trinidad Head, CA, USA</td>
<td>−124.1</td>
<td>41.1</td>
<td>107</td>
<td>04/20/2002–05/20/2002</td>
<td>Summer</td>
<td>Allan et al. (2004)</td>
</tr>
<tr>
<td>Thompson Farm</td>
<td>Thompson Farm, NH, USA</td>
<td>−70.9</td>
<td>43.1</td>
<td>24</td>
<td>07/09/2005–08/15/2005</td>
<td>Summer</td>
<td>Cottrell et al. (2008)</td>
</tr>
<tr>
<td>Whiteface Mtn.</td>
<td>Whiteface Mountains, NY, USA</td>
<td>−73.8</td>
<td>44.4</td>
<td>600</td>
<td>07/09/2002–08/07/2002</td>
<td>Summer</td>
<td>F. Drewnick &amp; K. Demerjian ASRC, UAlbany</td>
</tr>
<tr>
<td>VOCALS</td>
<td>Southeast Pacific</td>
<td>−72.5</td>
<td>−18.9</td>
<td>413</td>
<td>10/14/2008–11/13/2008</td>
<td></td>
<td>Yin-Nan Lee &amp; L. Kleinman, Brookhaven National Laboratory</td>
</tr>
<tr>
<td>AMMA</td>
<td>West Africa</td>
<td>2.2</td>
<td>13.5</td>
<td>&lt; 2000</td>
<td>07/17/2008–08/18/2008</td>
<td></td>
<td>Capes et al. (2009)</td>
</tr>
<tr>
<td>DABEX</td>
<td>West Africa</td>
<td>4.0</td>
<td>13.0</td>
<td>&lt; 2000</td>
<td>01/13/2006–02/03/2006</td>
<td></td>
<td>Capes et al. (2008)</td>
</tr>
<tr>
<td>DABEX</td>
<td>West Africa</td>
<td>−17.0</td>
<td>12.0</td>
<td>&lt; 2000</td>
<td>01/13/2006–02/03/2006</td>
<td></td>
<td>Capes et al. (2008)</td>
</tr>
</tbody>
</table>
Fig. 1. Simulated annual mean surface concentrations of (a) monoterpene, (b) isoprene, (c) anthropogenic VOC (VOC_A), (d) biomass burning VOC (VOC_BB).
Fig. 2. Scatterplot of simulated (GLOMAP, simulation 1) versus observed (AMS) (a) sulfate, (b) OA, (c) HOA and (d) OOA. Model includes SOA from monoterpenes (26% SOA yield, 32.3 Tg (SOA) a⁻¹). Observation locations are classified as urban, urban-downwind and rural/remote as in Zhang et al. (2007). The 1:1 line (solid), 2:1 lines (dashed) and 10:1 lines (dotted) are indicated. Model-observation statistics are shown in Table 2. Observational constraints limit identification of HOA at very low concentrations. We assume a lower limit for HOA of 0.01 µg m⁻³.
Fig. 3. As for Fig. 2 but for simulated versus observed OOA for (a) simulation 4: monoterpene (32.3 Tg (SOA) a⁻¹), isoprene (26.2 Tg (SOA) a⁻¹); (b) simulation 5: monoterpene (32.3 Tg (SOA) a⁻¹), isoprene (52.4 Tg (SOA) a⁻¹); (c) simulation 2: monoterpene (161.5 Tg (SOA) a⁻¹); (d) simulation 3: monoterpene (246. Tg (SOA) a⁻¹).
Fig. 4. As for Fig. 3. but for (a) simulation 11: monoterpene (32.3 Tg (SOA) a$^{-1}$), isoprene (26.2 Tg (SOA) a$^{-1}$), anthropogenic VOC (38. Tg (SOA) a$^{-1}$); (b) simulation 6: monoterpene (32.3 Tg (SOA) a$^{-1}$), isoprene (26.2 Tg (SOA) a$^{-1}$), biomass burning VOC (42.3 Tg (SOA) a$^{-1}$); (c) simulation 17: monoterpene (32.3 Tg (SOA) a$^{-1}$), isoprene (26.2 Tg (SOA) a$^{-1}$), anthropogenic VOC (38. Tg (SOA) a$^{-1}$), biomass burning VOC (42.3 Tg (SOA) a$^{-1}$); (d) simulation 15: anthropogenic VOC (114. Tg (SOA) a$^{-1}$).
Fig. 5. Normalised mean error (NME, %) between SOA simulated by a linear version of the global model and OOA observed by the AMS as a function of (a) and (c) biogenic (isoprene and monoterpene) and anthropogenically controlled SOA (biomass burning SOA fixed at 36 Tg (SOA) a$^{-1}$); (b) and (d) biomass burning and anthropogenic controlled SOA (biogenic SOA fixed at 13 Tg (SOA) a$^{-1}$). In panels (c) and (d) AMS observations have been weighted to remove bias in the observational dataset as described in Sect. 3.2.
Fig. 6. Probability distribution of (a) monoterpenes, (b) isoprene, (c) anthropogenic VOC ($\text{VOC}_A$) and (d) biomass burning VOC ($\text{VOC}_{BB}$) as a function of concentration. The black line shows simulated probability distribution for all global land surface (excluding Antarctica). The orange line shows simulated distribution at the locations and times of the AMS observations.
**Fig. 7.** Comparison between monthly mean organic carbon aerosol observed by IMPROVE and simulated by GLOMAP in the year 2000 for (a) Simulation 1: monoterpane (32.3 Tg (SOA) a\(^{-1}\)); (b) Simulation 4: monoterpane (32.3 Tg (SOA) a\(^{-1}\)), isoprene (26.2 Tg (SOA) a\(^{-1}\)); (c) Simulation 3: monoterpane (246.0 Tg (SOA) a\(^{-1}\)); (d) Simulation 34: optimised SOA sources. Winter (DJF) shown in blue, Summer (JJA) shown in red.
Fig. 8. Surface annual mean concentrations of SOA simulated using the optimised SOA sources: (a) biogenic, biomass burning, POA ageing and anthropogenic pollution controlled SOA, (b) biogenic SOA only, (c) biomass SOA and POA ageing, (d) anthropogenic pollution controlled SOA only. Colour scale saturates.
Fig. 9. Simulated fraction of simulated surface SOA concentration that is (a) biogenic, (b) biomass burning, (c) controlled by anthropogenic pollution, (d) POA to SOA ageing. Fractions are plotted where total simulated SOA is greater than 0.05 µg m\(^{-3}\).
Fig. 10. Comparison of modelled and observed (a) total carbon aerosol, (b) fraction of total carbon aerosol that is non-fossil (NF), (c) non-fossil carbon and (d) fossil carbon. In panels (b–d) we assume that 20% (crosses) and 92% (open squares) of anthropogenically controlled SOA is non-fossil.
Fig. 11. Estimated zonal mean distribution of (a) POA and (b) SOA sources: biomass burning (BB-SOA); anthropogenically controlled biogenic SOA (AC-BSOA). Sources of SOA estimated in this work (solid lines) are plotted for comparison against sources estimated by de Gouw and Jimenez (2009) (dotted lines). POA emissions in the two studies are identical.
Fig. 12. Annual mean net (long wave and short wave) top of atmosphere cloud albedo radiative forcing (RF) due to anthropogenic pollution controlled SOA for a cloud updraft velocity of 0.4 m s$^{-1}$. 
Fig. 13. Comparison of the global budget of SOA calculated here with previous work (we convert the OA source from Heald et al. (2010) into an SOA source assuming a 2:1 OA:OC conversion and the POA emissions used in this study).