Airborne observation of aerosol optical depth during ARCTAS: vertical profiles, inter-comparison, fine-mode fraction and horizontal variability
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Abstract

We describe aerosol optical depth (AOD) measured during the Arctic Research of the Composition of the Troposphere from Aircraft and Satellites (ARCTAS) experiment, conducted in North America in April and June–July 2008, focusing on vertical profiles, inter-comparison with correlative observations, fine-mode fraction and horizontal variability. The AOD spectra spanning 354–2139 nm measured with the 14-channel Ames Airborne Tracking Sunphotometer (AATS-14) are generally less wavelength-dependent below 2 km (499-nm Angstrom exponent 1.4 ± 0.3) than in 2–4 km (1.6–1.8) for Alaska in April 2008. Together with concurrent aerosol mass spectrometry and black carbon incandescence measurements, this corroborates the hypothesis that Arctic haze in these layers originates mainly from anthropogenic emission and biomass burning, respectively. The spectra are within 3%±0.02 of the vertical integral of local visible-light scattering and absorption for two thirds of the 55 vertical profiles examined. The horizontal structure of smoke plumes in central Canada in June and July 2008 explains most outliers. The differences in mid-visible Angstrom exponent are <0.10 for 63% of the profiles with 499-nm AOD>0.1. The retrieved fine-mode fraction of AOD is mostly between 0.7 and 1.0, and its root mean square difference from column-integral submicron fraction (measured with nephelometers, absorption photometers and an impactor) is 0.12. These AOD measurements from the NASA P-3 aircraft, after compensation for below-aircraft light attenuation by vertical extrapolation, mostly fall within 0.02 of AERONET ground-based measurements for five overpass events. Evidently, the fresh local emission in Canada in June and July makes the horizontal distribution of AOD highly heterogeneous (standard deviation ~19% of the mean over 20 km) and random (autocorrelation r=0.37 across 20 km), in contrast to long-range transport to Alaska in April (std~2%, r=0.95). The variability observed over 6 km is noticeably smaller (std~9%, r=0.71). The decrease represents the reduction in collocation error that remote sensing can potentially achieve by improving resolution for ARCTAS Canada and similar environments.
1 Introduction

The 14-channel Ames Airborne Tracking Sunphotometer (AATS-14) measures aerosol optical depth (AOD)

- from airborne platforms
- with a small and well-documented error (∼0.01; see Sect. 2.1)
- over a wide spectral range.

These three features have facilitated the interpretation and validation of satellite-based observations (Levy et al., 2003; Livingston et al., 2003, 2009; Chu et al., 2005; Russell et al., 2005, 2007; Redemann et al., 2005, 2006, 2009a,b) and the estimation of local aerosol radiative effects (Russell et al., 1999, 2010; Bergstrom et al., 2005, 2006, 2007, 2009; Redemann et al., 2006). They stimulate another four applications.

First, the aircraft deployment of AATS-14 can yield AOD profiles over areas with scarce alternative measurements. Northern North America is among such areas, with the sporadic presence of ground sites and, due to the large areas of bright surface and frequent clouds, a limited number of satellite retrievals. Airborne remote-sensing with AATS-14 over the region, particularly when accompanied by in situ measurements, provide an effective rapid assessment of local airmass characteristics.

Second, its well-documented and low uncertainties and wide spectral coverage make AATS-14 AOD a useful point of comparison with other measurements. AATS-14 is one of the very few airborne sensors that can measure AOD at 2.1 µm (e.g., Levy et al., 2005, Redemann et al., 2005). AATS-14’s spectral range covers all but the 340 nm channel of the Cimel sunphotometers used by the AERONET ground-based sunphotometer network. Altitude resolved AOD isolates light extinction for a certain layer and can be compared with coincident in situ airborne measurements. Through these comparisons, one can not only assess the performance of optical instruments, but also link measurements of aerosol physical and chemical properties between platforms (e.g.,
aircraft and ground) and between domains (column integral and local, ephemeral and continuous).

Third, the wide spectral coverage of AATS-14 can be exploited to derive fine-mode fraction (FMF), the fraction of AOD contributed by the algorithmically-defined fine mode (O’Neill et al., 2001, 2003). Kaufman et al. (2002) argue that the ability of satellites to observe the spatial distribution of aerosols, and to distinguish fine from coarse particles, can be exploited to separate natural from anthropogenic aerosols. This argument does not completely hold when fine particles from naturally occurring forest fires dominate extinction. Still, comparing the AATS-14 FMF with in situ aerosol properties will enable rough evaluation of the remote sensing product. To our knowledge, only Anderson et al. (2005) have made such comparisons. They used the submicron fraction (SMF) of in situ extinction, measured using a 1-µm impactor. FMF comparison among remote sensing instruments has been only slightly more common (Kleidman et al., 2005; Jethva et al., 2005, 2007; Ramachandran 2007; Redemann et al., 2009).

Fourth, the aircraft deployment and high precision of AATS-14 allow for assessment of spatial variability in aerosol loading. This information can contribute to field experiments by optimizing flight patterns and explaining discrepancies between imperfectly coincident measurements. It can also aid satellite-based studies. Translating grid-average satellite aerosol products for a different spatial extent has been common for scientific and societal purposes. They include comparison with AERONET (e.g., Chu et al., 2002) and satellites with a different footprint (e.g., OMI; Livingston et al., 2009) as well as PM$_{2.5}$ estimation for point ground locations (e.g., Wang and Christopher, 2003). The demand for better collocation is high and retrievals for 3×3 km$^2$ grids (in addition to 10×10 km$^2$) are planned for the MODIS Collection 6 processing. The use of smaller grids, however, potentially limits retrieval accuracy because of increased sensitivity to erroneous surface reflectance estimation, less effective cloud screening, and decreased signal-to-noise. Thus, one needs to consider the trade-off between improved spatial collocation and possibly deteriorated retrieval upon spatial downscaling. Quantifying the expected collocation error based on the observed aerosol variability
facilitates this consideration. This paper addresses these four subjects (Sects. 3.1–3.4, respectively) using the AOD observed during the Arctic Research of the Composition of the Troposphere from Aircraft and Satellites (ARCTAS) experiment. This multi-platform campaign took place primarily in Alaska, USA in March and April 2008, California, USA in June 2008, and Saskatchewan and Alberta, Canada in June and July 2008 (Fig. 1). The NASA P-3 aircraft, on which AATS-14 and in situ instruments were deployed, sampled boreal forest fire smoke, Asian outflow, and emissions from mining sites among other air masses. An overview of the ARCTAS experiment and the multiple platforms involved is given by Jacob et al. (2010), and its meteorology is reviewed by Fuelberg et al. (2010).

2 Instrumentation and methods

2.1 Airborne remote sensing with AATS-14

AATS-14 data acquisition, screening, calibration, reduction and uncertainty analysis are described below. They are similar to previous deployments of this instrument and its predecessor (Matsumoto et al., 1987; Russell et al., 1993a,b, 1999, 2007; Schmid and Wehrli, 1995; Schmid et al., 1996, 1998, 2001, 2003a; Livingston et al., 2003, 2005, 2007, 2009; Redemann et al., 2003, 2005, 2009). Angstrom exponent and layer AOD are derived in Sects. 3.1.1 and 3.2.1, respectively.

AATS-14 measures direct solar beam transmission in narrow wavelength channels by using detectors in a tracking head mounted externally to the aircraft. The sampling is at 3 Hz, and every 4 s AATS-14 records detector voltages consisting of an average and standard deviation of 9 samples taken during the first 3 of the 4 s. These data are stored together with those on instrument tracking, temperature control and aircraft location as well as ambient temperature, relative humidity (RH) and static pressure. The standard deviations of all channels were used subsequently in a cloud-screening algorithm, as described by Schmid et al. (2003a) and Redemann et al. (2009).
However, this cloud screening may unintentionally filter out some cases of heavy smoke during ARCTAS.

A potentially large source of calibration error is dirt deposited on the Sunphotometer entrance window (e.g., Livingston et al., 2003). To minimize this error we cleaned the window carefully before each flight. Data obviously affected by frost, dirt and adhesive particles, as indicated by abrupt changes in transmission measured in individual channels and resulting small transmissions (large derived AOD) during high altitude legs, were removed.

This paper examines the AATS-14 data collected on 20 of the 25 ARCTAS flights. Excluded are three transit flights, one science flight when dirt accumulated on the AATS-14 quartz window during low level legs, and one science flight when cloud conditions were unfavorable for AATS data collection.

The 14 channels are centered at wavelengths 353.5, 380.0, 452.6, 499.4, 519.4, 605.8, 675.1, 779.1, 864.5, 940.6, 1019.1, 1241.3, 1558.5, and 2139.3 nm, with full-width half-maximum bandwidths of 2.0, 4.6, 5.6, 5.4, 5.4, 4.1, 5.2, 4.7, 5.0, 5.0, 5.1, 5.1, 4.7, and 17.3 nm, respectively, for the spring phase. For the summer phase, three of the filters were replaced with new ones with similar center wavelengths (451.2, 520.4, and 2139.1 nm) and half-maximum bandwidths (5.7, 5.2, and 15.2 nm). These channels permit separation of aerosol, water vapor, and, for measurements acquired at low solar elevation angles with small AOD (Livingston et al., 2005), ozone attenuation along the slant path from the Sun to the instrument. Because most AATS measurements during ARCTAS did not satisfy the solar elevation angle and AOD criteria required for retrieval of ozone slant or column attenuation, the ozone column contents were extracted from the Ozone Monitoring Instrument (OMI) archived retrieval files and adjusted for the P-3B altitude using the 1976 standard ozone model vertical distribution. This procedure is the same as that reported in previous AATS studies (e.g., Livingston et al., 2007, 2009). We retrieved AOD at all the wavelengths except 940.6 nm from the slant-path transmissions using the methodology described in detail previously (e.g., Russell et al., 1993a). Exoatmospheric detector voltages required for these AOD retrievals were
calculated by first applying the Langley plot technique (Schmid and Wehrli, 1995) to sunrise measurements acquired at Mauna Loa Observatory, Hawaii, in February, May, and August 2008 (thus bracketing the ARCTAS campaign) and then, following the procedure described in Schmid et al. (2003a,b), by analysis of high altitude clear air AOD spectra obtained during the spring and summer deployments.

Because sunphotometers have a non-zero field of view, they measure some diffuse light in addition to the direct solar beam. As a result, uncorrected sunphotometer measurements can overestimate direct-beam transmission and hence underestimate the AOD. This effect increases with decreasing wavelength and increasing particle size. We estimated these diffuse light effects using formulations derived by Russell et al. (2004), which are applicable over a wide range of column particle size distributions. These effects were negligible in ARCTAS because of the relatively large Angstrom exponents (see Sects. 3.1.1 and 3.3.1), indicating relatively small particles with relatively small forward scattering fractions.

AATS-14 data were corrected for Rayleigh scattering and absorption by O₃, NO₂, H₂O and O₂–O₂ after Schmid et al. (2006).

After consideration of all possible sources of error, the uncertainties in AOD at 353.5, 499.4 and 2139 nm, just to give examples, were between 0.004–0.009, 0.002–0.003 and <0.001–0.005, respectively, for 95% of the Alaska phase. The uncertainties were 0.007–0.02, 0.004–0.01 and 0.005–0.05, respectively, when AOD was within ±0.05 of 1.0 during the summer Canada phase.

### 2.2 Airborne in-situ measurements of aerosol optical and chemical properties

Total and submicrometer aerosol scattering coefficients were measured at 450, 550 and 700 nm with two TSI model 3563 integrating nephelometers (Anderson et al., 1996; Heintzenberg and Charlson, 1996; Anderson et al., 2003). The measurements were made every second but represent an average over about 10 s, the residence time of aerosols in the chamber. The instrument RH was not actively controlled but kept to <30%, often near 20%, by ram heating and cabin temperatures higher than
the ambient. Measurement accuracy and 300-s-average precision are estimated to be 2% and 0.2 Mm\(^{-1}\), respectively (McNaughton et al., 2009). The light scattering values measured over the detection angles of 7–170° were corrected to 0–180° after Anderson and Ogren (1998). The angular truncation correction was 5–11% and only mildly uncertain (1%) for most time periods during ARCTAS, because coarse particles contributed a minor fraction of scattering.

Two 3-wavelength Radiance Research particle soot absorption photometers (PSAP) continuously measured aerosol light absorption by monitoring the change in transmittance across a filter using 3 LEDs (470, 530 and 660 nm). We correct our data for the scattering artifact as well as calibration error after Virkkula et al. (2005). This correction, a function of the ratio of the scattering coefficient to the extinction coefficient (i.e., single scattering albedo, SSA) and the wavelength, reduces absorption more than does the classic correction scheme widely used for a single-wavelength (at 530 nm) prototype of the PSAP (Bond et al., 1999). The reason why the two correction schemes at an identical wavelength can differ by about 20% of the uncorrected absorption is still being investigated (see related discussions by Cappa et al., 2008). The average instrument noise, computed as the average standard deviation for six 300-s (5-min) averages of the 1-Hz data taken in our laboratory for filtered air, is 0.56 Mm\(^{-1}\) for all wavelengths (McNaughton et al., 2009).

Two single-wavelength Radiance Research model M903 nephelometers were operated in parallel to measure the effect of humidity on aerosol scattering. They were modified with Corion CA-550 80 nm bandpass filters for an approximate operating wavelength of 540 ± 3 nm (Anderson et al., 2003). One was controlled to about 80% RH (RH1) and the other at <40% (RH2) (Howell et al., 2006). Anderson et al. (2003) estimate that the noise averaged over 4 min is 0.46–0.58 Mm\(^{-1}\). The wet to dry scattering ratio, \(f(RH)\), was used to calculate \(\gamma\) based on the following equation.

\[
f(RH) = \left(\frac{(1 - RH1/100)}{(1 - RH2/100)}\right)^{-\gamma}.
\]

\(\gamma\) characterizes the response in aerosol scattering to changes in RH, which is determined by the aerosol chemistry, mixing state, sizes and refractive index. Using the
calculated $\gamma$, we can derive $f$(RH) for the ambient RH, or $f$(ambRH), by replacing RH1 and RH2 with the measured ambient RH and the TSI nephelometer RH (<30%), respectively. The resulting $f$(ambRH), when multiplied by the total dry scattering coefficient, gives the scattering coefficient at ambient RH. The errors in $\gamma$ and $f$(ambRH) were estimated by assuming a 3.5% error in RH measurement (Anderson et al., 2003) and a 5% random error in each Radiance Research nephelometer scattering measurement. These errors confined $\gamma$ within 18% of the true value for a true value of 0.4, and within 14% for a true value of 0.6. The resulting relative error in $f$(ambRH) is below 10% for drier air typical for the ARCTAS study regions (<70% RH), while it exceeds 20% at 90% ambient RH for moderately hygroscopic particles ($\gamma$>0.3).

The in situ measurements described so far can be integrated vertically to yield layer AOD (Sect. 3.2.1). A second combination of a TSI nephelometer and a PSAP was operated similarly but behind a 1-µm (aerodynamic diameter) impactor to measure submicron fraction of scattering and absorption, which is mentioned in Sect. 3.3.2.

An Aerodyne High-Resolution Time of Flight Aerosol Mass Spectrometer (AMS) characterized volatile ionic and organic components of aerosols between 50–700 nm (DeCarlo et al., 2006; Canagaratna et al., 2007). During ARCTAS it was generally operated in V-mode (high sensitivity) rather than W-mode (high mass resolution), with the heater set to about 600°C. This paper uses bulk composition only, not resolved for aerosol size. To keep steadier sampling rates the AMS inlet was preceded by an orifice and a chamber regulated to 600 hPa at low altitudes and 300 hPa at high altitude. Ionization and sampling efficiency were calibrated with ammonium nitrate particles sized with a differential mobility analyzer. Data analyses were performed with techniques documented in Allan et al. (2004).

A Single Particle Soot Photometer (SP2) measured laser-induced incandescence to detect black carbon (soot) mass (Stephens et al., 2003; Schwartz et al., 2006) between about 100–600 nm.

In situ data affected by clouds were identified based on the ambient humidity record and flight notes, and omitted from further analysis here. Loss of particles in inlet and
tubing is expected to be negligible for all in situ instruments, because extinction observed during ARCTAS was mostly contributed by fine particles. Possible exceptions are a few high altitude legs with the presence of dust particles and low level legs over the oceans with the presence of sea salt particles.

2.3 Ground-based remote sensing with AERONET Sun-sky photometer and micropulse lidar

The Aerosol Robotic Network (AERONET) consists of automatic tracking Sun-sky photometers located at ~400 ground sites around the world. These instruments measure AOD, which is routinely archived together with spectrum-based fine-mode fraction and inversion products (Holben et al., 1998, 2001; Eck et al., 2001; O’Neill et al., 2001; Dubovik et al., 2002) after application of the cloud screening and quality control procedures described by Smirnov et al. (2000). Measurements of spectral AOD used in this study were acquired through their standard data acquisition method with a time interval of 2–15 min at eight wavelengths: 340, 380, 440, 500, 675, 870, 1020 and 1640 nm. Only level 2.0 products are used in this study. The locations of AERONET sites mentioned in this paper (Barrow, Pearl, Monterey, Fort McMurray and Saturna Island) are marked in Fig. 1.

The MicroPulse Lidar Network (MPLNET) consists of ground-based 523, 527, or 532 nm backscatter micropulse lidar systems (MPL’s) providing vertical atmospheric profiles of aerosols and clouds up to 30 km with a temporal and vertical resolution of 1 min and 75 m, respectively (Welton et al., 2001). When collocated with AERONET Sun-sky photometers, the MPL’s corrected backscatter data can be iterated to derive extinction by normalizing the MPL extinction profiles to AERONET derived AOD at the MPL wavelength (527 nm for Monterey, California) (Campbell et al., 2002; Welton and Campbell, 2002; Eck et al. 1999).
3 Results and discussion

3.1 Vertical profile

3.1.1 Alaska, April

During the spring phase, P-3 science flights on 1–15 April 2008 over Alaska, the Arctic Ocean, and Greenland yielded AODs which were confined to a fairly narrow range (Fig. 2a). The baseline AOD (open circles in Fig. 2a), defined as the 5th percentile among the valid data averaged in each 100 m altitude bin, decreased constantly from 0.07 near the surface to 0.01 at 7500 m (GPS altitude) at 499 nm. The AOD$_{499}$ seldom exceeded 0.15 even as we pursued enhanced aerosol concentrations. These values are within the range of ground-based AOD observed during the same time period (Saha et al., 2010) and airborne sunphotometry conducted a year later (Stone et al., submitted to JGR), both over the same area.

The wavelength dependence of AOD gives insight into the observed aerosol types. We derive it in two steps. First, the function \( \ln \text{AOD} = a_2 (\ln \lambda)^2 + a_1 \ln \lambda + a_0 \) is fitted to each AOD spectrum. Second, the resulting curve is differentiated into modified Angstrom exponent: \( A_\lambda = -\frac{d}{d \ln \lambda} \ln \text{AOD} = -2a_2 \ln \lambda - a_1 \). Advantages of the second-order polynomial fit will be illuminated in Sect. 3.3. Note that the AATS-14 measurements represent the air above the aircraft, not just that surrounding the aircraft.

The modified Angstrom exponent of AOD at 499 nm, \( A_{499} \), observed during the spring phase is represented by the color in Fig. 2a. This can be classified into three groups loosely separated by altitude and geographical location. \( A_{499} \) values as low as \( \sim 0.7 \) were recorded occasionally during two legs, 70 and 1400 m above the Arctic Sea to the north of Canada. They were low presumably because of dust transported from Asia, though we cannot completely exclude the possibility of cirrus. The ocean surface was nearly entirely covered by ice such that few sea salt particles could be generated. High \( A_{499} \) values (1.6–1.8) were observed mostly between 2–4 km GPS altitude on 13 and 15 April. They were associated with relatively large AOD values –
twice the baseline values or greater. For other samples $A_{499}$ was $1.4 \pm 0.3$ (mean ± standard deviation).

The high (1.6–1.8) and middle (1.4 ± 0.3) Angstrom exponent groups appear to arise from forest fires and anthropogenic pollution, respectively. According to the AMS measurements (Fig. 2b), organic mass concentration was high relative to other non-refractory aerosol components (mainly sulfate) in the air masses between 2–4 km with high AOD which comprises the high Angstrom exponent group. The black carbon mass measured with SP2 also tended to be high (Fig. 2c). These pieces of evidence support the inference that the air masses in the lower free troposphere with high AOD originated from biomass burning. Observations from other research aircraft and the Lagrangian particle dispersion model FLEXPART consistently indicated transport of the Siberian fire emissions to our study area during the same time period (Warneke et al., 2010). While our data indicate these features to be most pronounced on 15 April and confined to 2–4 km, the results published by Warneke et al. (2010), based on the transport of pollution simulated since 20 d prior, show the Siberian influence was present at higher altitudes too, depending on latitude. Meanwhile, the background, i.e., almost the entire flight paths in the layer up to 2 km and the segments in the free troposphere with relatively low AOD, had higher fraction of sulfate. Airmasses with a high sulfate concentration were observed in the same area, altitude and season in the past; they are considered to have been influenced by anthropogenic pollution from Eurasia (Radke et al., 1984; Scheuer et al., 2003).

Arctic haze, a term frequently used for relatively high light extinction over this region, may thus refer to either of the two different aerosol types residing individually in the boundary layer and lower free troposphere. Continuous monitoring of spectral AOD over the Arctic region, especially if resolved for altitude, would allow for a more statistically robust assessment as to how ubiquitously this separation occurs.
3.1.2 California, June

In the summer phase the P-3 aircraft flew over California on 22 and 24 June 2008, before transiting to central Canada on 26 June.

The first California flight included a vertical profile through multiple aerosol layers over Monterey during the period 19:04–19:36 UTC on 22 June (Fig. 3). A biomass burning smoke layer was observed between 250–580 m GPS altitude. It was marked by high ambient extinction (>500 Mm$^{-1}$ at 550 nm), low (~20%) relative humidity, and high (>2.0) in situ extinction Angstrom exponent. The profile also sampled the marine boundary layer (MBL, <250 m) marked by high RH (~90%) and low extinction Angstrom exponent (~1.2). It also penetrated a less polluted layer (1200–3210 m). The MBL contributed 1–3 times as much AOD as the smoke at 1019.1–2139.1 nm, much more than its negligible share at shorter wavelengths.

The second California flight suffered from dirt on the AATS-14 window resulting in a very limited set of valid AOD data. The 26 June transit flight included extensive measurements of wildfire smoke over the California Central Valley and Lake Tahoe.

3.1.3 Canada, June and July

The rest of the summer phase, from the end of 26 June to 12 July, encompassed central Canada. The P-3 repeatedly sampled intense smoke from local forest fires. They were often observed right below us during the flights, in contrast to the smoke from distant Siberian forest fires sampled during the spring phase. The AOD was generally much higher and, as we demonstrate in Sect. 3.2.1 and 3.4.1, more variable than the values observed over Alaska and the Arctic Ocean in the spring. AOD$_{499}$ frequently exceeded 1 and at times reached 4, accompanied by extremely high concentration of carbon monoxide (well above 5 ppm). $A_{499}$ was 2.2–2.3 for the smoke observed on 30 June and 6 July, and smaller in the equally intense smoke observed on 2 July (1.8–2.2) and 10 July (1.8–1.9). These values did not noticeably change between white smoke from smoldering fires (in situ SSA at 550 nm near 0.95) and black smoke from flaring ones.
(SSA$_{550}$ near 0.90). Note that, if the PSAP correction (Virkkula et al., 2005) biases the absorption towards low values (Sect. 2.2), it biases our SSA values high.

One example case with high horizontal variability is the smoke from the Camsell and Viking fires north of Lake Athabasca sampled during the period 21:27–21:37 UTC on 10 July (Fig. 4) during a spiral ascent. A smoke plume affected the western edge of the spiral up to $\sim$3500 m. The AOD measured near the bottom of the profile varied even more significantly than that observed during the Monterey profile: AOD$_{499}$ changed by 2.6, and the local ambient extinction coefficient at 550 nm between 20 and 5000 Mm$^{-1}$ (0.02–5 km$^{-1}$) within the $\sim$6-km-diameter spiral. The NASA P-3 aircraft repeatedly encountered smoke with similarly high and variable AOD over Saskatchewan and Alberta. A companion paper (Redemann et al., in prep.) provides a detailed analysis on the forest fire plumes observed on 30 June 2008 from multiple ARCTAS platforms.

In an outflow of smoke with no distinguishable plume, the AOD did not vary as dramatically, in either horizontal or vertical direction. In an example of such events, AOD$_{499}$ varied by only 0.03 (14% of the average near 500 m altitude) at each altitude over more than 200 km of horizontal extent around Fort McMurray during the period 17:20–20:50 UTC on 3 July (Fig. S1 in the online supplement).

At long distances away from smoke, SSA$_{550}$ was usually between 0.97–1, AOD$_{499}$ 0.01–0.1, and A$_{499}$ 1.3–1.7. One air mass encountered on 9 July, which may or may not have been influenced by smoke, exhibited an odd combination of low SSA$_{550}$ (0.93–0.97) and low A$_{499}$ (centered at 1.4). The in situ scattering Angstrom exponent was near 0 briefly on 29 June, 9 and 10 July, likely because of dust.

### 3.2 AOD comparisons among airborne and ground-based observations

#### 3.2.1 Airborne remote sensing (AATS-14) and in-situ observations (neph and PSAP) of layer AOD spectra

Here we derive layer AOD from two types of airborne measurements individually: remote sensing from the AATS-14 and the in situ measurements with the nephelometers
and PSAPs. We illustrate the methodologies with an example vertical profile, show the results from the entire campaign, and explain the layer AOD differences between the two methods.

The remote-sensing based layer AOD, shown with blue circles in Fig. 3c for the Monterey profile, is the difference in AATS-14 AOD between the bottom (green circle) and top (red) of the vertical profile. The blue crosses represent the layer AOD linearly interpolated in log-log space to the nephelometer wavelengths. The root-square-sum of half of the total AOD uncertainties (instrumental plus tracking, Sect. 2.1) at the top and the bottom of a given profile is assumed to be the uncertainty intrinsic to the instrument (excluding the impact of horizontal variability in aerosol loading), after Eq. (6) of Redemann et al. (2003):

$$\delta_r \tau = \sqrt{(\delta \tau(z_1)/2)^2 + (\delta \tau(z_2)/2)^2}. \quad (2)$$

Deriving layer AOD from the dry in situ measurements involves an estimation of the extinction coefficients at ambient conditions and integrating the result over altitude. The solid black curve in Fig. 3b shows the scattering coefficient of dry aerosols measured with the TSI nephelometer operated without an impactor. The light blue curve shows this quantity after applying the angular truncation correction (Sect. 2.2). It was adjusted to the ambient relative humidity recorded by the P-3 Data System, using the simultaneously measured humidity response (Sect. 2.2). The resulting ambient scattering coefficient (blue) was added to the PSAP absorption coefficient to yield the ambient extinction coefficient (dark green). Its integral over altitude is the in-situ derived layer AOD.

Uncertainty in the integral layer AOD arises from the \(f(RH)\) estimate (<10%, Sect. 2.2), truncation correction (1%, Sect. 2.2), nephelometer calibration (2%, McNaughton et al., 2009) and PSAP correction (∼2% or less because absorption is minor relative to extinction). For low AOD, instrument noise becomes prominent too. It is estimated to be near 0.0005. We treat these factors as if they were completely independent of each other, a reasonable approximation though inexact if truncation correction and \(f(RH)\)
estimate are both dependent on particle size.

The relative uncertainty estimated for the extinction coefficient (before vertical integration) is sometimes enormous (>1000%) when the absolute value of extinction is small (0.1 Mm\(^{-1}\)). The data below the lower detection limit were included in the AOD calculation because eliminating them would bias the results low and shorten many vertical profiles. Small extinction coefficients were recorded typically in the free troposphere, above a more scattering/absorbing layer. In such cases the uncertainty from the weak extinction layer is often negligible relative to that from the more turbid lower layer in absolute terms.

Vertical profiles were adjusted and screened according to the following criteria for the layer AOD comparison. Each end of the profile was shortened until the point where a valid in situ measurement and a valid AATS measurement were made within ±25 m altitude and ±5 s. In order to reduce the effect of horizontal inhomogeneity, we required the entire profile to remain within 50 km horizontally of both top and bottom ends. This eliminated a few spiral and hairpin-shaped ascents/descents, and most ramped ones. Those with elevation gain/loss of <1 km were excluded as well.

Figure 5 shows the comparison of resulting layer AODs derived independently from airborne remote-sensing and in-situ measurements. They agree within 3%+0.02 of each other for two thirds of the 55 P-3 vertical profiles.

The uncertainty in in-situ derived layer AOD is larger than, or comparable with, the uncertainty of the AATS-14-derived layer AOD for most cases with the AATS-14 layer AOD >0.03. This is not discernible in the log-scale figure, because the uncertainty is small relative to the center value.

The humidification effect often contributes a large error in this type of closure experiment. But the generally low ambient RH and moderate particle hygroscopicity during ARCTAS resulted in the good agreement found here. There are a couple of exceptions. They are associated with ambient RH >80% and indicated with relatively long vertical error bars in Fig. 5.
Generally speaking, the horizontal variability in aerosols and clouds can cause disagreement between remote-sensing and in-situ derived layer AODs. The AATS-14 and in situ instruments measure along different paths, i.e., the slant path towards the Sun and the flight path, respectively. The presence of a highly scattering/absorbing object (e.g., smoke plume and clouds) in either path, but not both, may increase the layer AOD derived by one method but not the other.

For example, the profile near the Camsell and Viking fires mentioned in Sect. 3.1.3 (Fig. 4b) showed $\text{AOD}_{499}$ (green circles) near 0, rapidly increasing up to $>1$ near the bottom end of the profile with valid in situ data (2200 m). The AATS layer AOD calculated for 550 nm is 0.054, and this value is used for Fig. 5. Depending on exactly which point we use as the very bottom of the AATS profile, this value varies by $>1$. The high sensitivity in this case makes the AATS-14 layer AOD prone to disagree with the in situ layer AOD.

The horizontal variability calls for caution in interpreting the in situ observation as well. The in situ layer AOD, identified to be 0.78 at 550 nm, is less sensitive to the choice of the bottom point of the flight path than the AATS layer AOD. Most in-situ measurements are integrated into the layer AOD regardless. However, the derived layer AOD could have been widely different for a marginally different flight path in and out of the smoke.

To indicate the AOD variability near the bottom end, we placed in Fig. 4b a grey bar that encompasses the center 68% percentile of AATS AOD recorded within one minute of the bottom point, minus the AOD measured at the top of profile. Note that the 68% range does not capture the entire possible range of layer AOD. Rather, this range, equivalent to one standard deviation if the distribution were normal, represents the same confidence level as our instrument uncertainty estimates. This variable spans 0.0084–1.3 at 550 nm.

This measure of horizontal variability is shown in Fig. 5 for all vertical profiles. The two-minute time interval usually includes a horizontal leg near the bottom altitude and an ascent by up to 300 m. We chose this length of time to capture an entire smoke
plume, when present, while minimizing the portion of vertical gradient.

There are, however, caveats associated with this variability parameter. It does not capture the variability in aerosol loading under clouds (no AATS data) or that above the bottom layer. The data point for 6 July, 23:01–23:11 UTC is one example, with AATS-14 and in-situ derived layer AOD\textsubscript{550} of 0.0075 and 0.20, respectively. The large difference was caused by a highly scattering layer 500 m above the bottom of profile and below pyrocumulus clouds. Another example is the 9 April 21:34–21:39 profile. At 2 km above the bottom of profile, the RH with regard to water reached 100%, while that to ice exceeded 120%. This humid layer brought the in-situ derived layer AOD\textsubscript{550} to as high as 1.2. The AATS-14 data were masked for this part of profile due to possible ice clouds. The AATS layer AOD\textsubscript{550} derived from the top and bottom of profile is unaffected by the high humidity and is merely 0.034. Note also that the measure of variability itself becomes uncertain when the number of measurements within the $\pm 1$ min period is small.

The horizontal variability does explain most of the outliers. The profiles that do not fall within the $\pm (3\%+0.02)$ bounds tend to have long variability bars, many stretching to the 1:1 line. All of those outliers with a $>0.1$ difference are associated with forest fire smoke plumes where aerosols were concentrated in a streak, commonly <1–10 km wide. Thus, the layer AOD discrepancies evident in Fig. 5 do not mean poor instrument performance but aerosol horizontal or temporal variability – a limitation intrinsic to our AOD comparison methodology.

### 3.2.2 Airborne and ground-based (AERONET) observations of full-column AOD spectra

Generally, airborne and ground-based observations are conducted at different spatial (both vertical and horizontal) resolutions and different temporal resolutions, and can complement each other. In an effort to gain this benefit from the ARCTAS multi-platform arrangement, we examine the consistency between the AOD measurements made during five fly-over events.
Five profiles including the one near Monterey were flown over AERONET sites under clear skies. There was one more fly-over event but the AERONET level 1.5 and 2.0 AOD products for it are masked by the algorithm that looks at the temporal signal variability for cloud screening. For each of the five events we averaged the AERONET AOD observed during the profile, except for the flight over Pearl where the AERONET measurements made within 10 min before and after the aircraft profile were included in order to increase the number of data points from 0 to 6.

To estimate total columnar AODs which would be comparable to the AERONET AODs, additions to the in-situ derived layer AOD were made to account for the light attenuation due to the additional atmosphere below and above the layer in which the aircraft flew. For the Monterey profile, the extinction at the bottom end of the profile is 34 Mm$^{-1}$ at 550 nm. Under the assumption that the extinction between the aircraft and the Monterey AERONET site (50–70 m) was similar, the AOD contributed beneath the profile was 0.0007, or 0.7% of the layer AOD. The AATS-14 average AOD at the top end of profile, 0.026 at 550 nm, was added as the AOD above the aircraft (with interpolations being carried out to the nephelometer wavelengths).

For both airborne estimates of full column AOD, these additional AODs were assumed to have a relative uncertainty of 100% independent of the layer AOD uncertainty. This treatment inflated the uncertainties by a factor of ~1–3. Figure 6 shows the AATS AOD both before (green markers) and after (blue) the adjustment for below-aircraft light attenuation. Because this adjustment is small, these markers often overlap with each other.

As shown in the middle of Fig. 6, the resulting full column AODs calculated for the Monterey profile agree within 0.02, except at 440 nm (the difference is 0.03). This level of agreement seems excellent, especially since the AERONET measurement at 19:25:12 UTC was 21 min after the AATS-14 bottom measurements (19:03:35–19:03:51 UTC) and the beginning of the in situ vertical profile (19:03:42–19:36:25 UTC). The P-3 aircraft penetrated the smoke layer about 2 km horizontally from the Monterey AERONET site, at 19:04:24 UTC. The smoke layer must have extended over
this ground site; otherwise, the AERONET and AATS would have recorded AOD$_{499}$ closer to 0.05, the value above the smoke. In fact, the 527-nm micropulse lidar at the AERONET site also identified a sharp peak in extinction at 19:24:58 UTC, albeit with differences in its altitude (about 80 m higher) and magnitude ($350 \text{Mm}^{-1}$ compared to the in situ value of $\sim 500 \text{Mm}^{-1}$).

The AERONET and AATS AODs generally agreed within $\sim 0.02$ during the five fly-over events. Exceptions include the 1640 nm channel at Fort McMurray (the difference is 0.03). The column integral of the in-situ measurements agreed within $\sim 0.02$ with the AERONET 440, 500 and 675 nm measurements except for the Pearl profile. The AOD differences from the AATS measurements are given in Table 1.

Most likely a thin spider web or something in the channel’s aperture that was later removed caused the Fort McMurray 1640-nm AOD to be too high at mid-day from mid May–mid August 2008. Airmass dependence suggestive of an artifactual (instrumental) transmission obstacle is apparent on some days. The 1640-nm channel has a different collimator than the other channels. The calibration is not the cause of the anomalies. The AERONET 1640-nm filters are typically stable over an extended period of time. This was also the case for the instrument at Fort McMurray. The 1640 nm channel Vo coefficient (exoatmospheric detector voltage) only decreased by $\sim 1.5\%$ over a 20 month time interval between calibrations. The AERONET Vo is linearly interpolated between pre- and post- deployment calibrations.

The profile over Pearl resulted in significant differences between the remote sensing and in situ measurements. The in situ data indicate that most of the layer AOD was contributed by an air mass as high as 4–7 km, unlike other profiles. The aircraft was 15–34 km away horizontally from the AERONET site during the profile through the 4–7 km altitude range. As it descended towards the lowest aircraft altitude where the AATS-14 AOD was recorded, it came slightly closer but still 14 km away from the site. It is possible that the aerosols at 4–7 km had a higher concentration along the AATS-14 and AERONET instrument’s paths toward the Sun.
The general agreement between the airborne instruments and the AERONET data makes it easier to relate our aircraft experiment to the continuous observations from the extensive ground network. One example of such a link is presented in Sect. 3.3.

3.3 Wavelength dependence and fine-mode fraction

3.3.1 Wavelength dependence

We derive the wavelength dependence of AATS-14 AOD from a second-order polynomial fit (Sect. 3.1.1). Not surprisingly, given the typical small amount of curvature in a given AOD spectrum, this technique and the linear regression fit in \((\ln \lambda, \ln \text{AOD})\) coordinates results in similar Angstrom exponents over mid-visible wavelengths. The Angstrom exponent from the linear fit over the five wavelengths between 453 and 675 nm is correlated with the second-order estimate at 519 nm as \(1.03 \times A_{519} + 0.01\), \(R^2 = 0.84\), with a root mean square (RMS) difference of 0.20 for the ARCTAS AATS-14 data set. The linear fit over 453, 519 and 675 nm (approximating the TSI nephelometer wavelengths), \(1.07 \times A_{519} - 0.01\), results in a slightly lower \(R^2 (0.72)\) and higher RMS difference (0.30). To give an idea of error introduced by extrapolation of AOD from the TSI nephelometer measurements, the layer AOD derived from the in situ measurements and extrapolated from the mid-visible wavelengths to 354 nm is within 36% of the AATS-14 354-nm layer AOD for two thirds of the profiles with valid data.

Figure 7a and b compare the Angstrom exponents over mid-visible wavelengths between the integral (in situ) and differential (AATS-14) layer AODs. The Angstrom exponent differences are <0.29 for two thirds of all cases. The agreement improves with increasing AOD. When \(AOD_{499} > 0.1\), 89% of the cases fall within this category, and 63% of the cases have an Angstrom exponent difference <0.10. These statistics hold virtually the same for the profiles with significant layer AOD discrepancies (by >3%+0.02), indicated by the empty circles. This is understandable because the layer AOD discrepancies are largely attributable to horizontal structure, which is expected to affect the extinction more or less equally across all wavelengths. The Angstrom
exponent derived from AERONET full-column AOD spectra show deviations of similar magnitude (red squares).

A comparison of Angstrom exponent was previously conducted between AATS-14 and satellite products off the US Northeast coast in 2004 (Russell et al., 2007). The ARCTAS data show about the same level of agreement. This is somewhat contrary to our expectation that the ARCTAS comparison between AATS-14 and in-situ estimates from layer measurements would be better than AATS-14 comparisons with retrievals from spaceborne measurements.

### 3.3.2 Fine-mode fraction

In this section we compare the AOD FMF derived from the remote sensing measurements with the submicron fraction measured in situ. These two parameters refer to different, albeit largely overlapping, size ranges. Therefore, we do not expect them to agree perfectly even under ideal conditions. However, comparing these two parameters is worthwhile, because it is one of the few conceivable ways to evaluate the remote sensing product against an in-situ observation.

Submicron fraction was determined by the nephelometer and PSAP measurements behind a 1-µm impactor, and adjusted to 500 nm. The humidity response was assumed identical between submicron and total aerosols and at all mid-visible wavelengths.

The AATS-14 and AERONET results were derived from O’Neill et al.’s (2001, 2003, 2008a) algorithm that translates the spectral curvature between 380 and 870 nm into estimates of FMF. AERONET Level 2.0 retrievals from the inversion scheme developed by Dubovik and King (2000) and Dubovik et al. (2000) are not available for the five AERONET fly-over events. The AERONET data represent the whole column, whereas the two airborne data sets represent the layer in which the aircraft flew.

These variables are compared in Fig. 8a. Both FMF and SMF values lie between 0.7 and 1.0 for most profiles. The root square mean of their difference is 0.12 for the 36 profiles with good layer AOD$_{550}$ agreement (within 3%+0.02) and 0.16 for all 55 profiles. The FMF derived from AERONET full-column AOD spectra (squares in
Fig. 8a) show a similar point dispersion to the layer AOD results. Figure 8b shows the SMF-FMF difference versus the AATS layer AOD (interpolated to 550 nm) and color-coded with the column-integrated SSA. A slight bias towards higher SMF might exist for those among the 36 profiles (filled marker) with high SSA. It is noted that the retrievals of FMF decreases in accuracy with decreasing AOD.

Because of their sensitivity to coarse particles, AODs at near-infrared wavelengths might better constrain FMF. As a quick test for this hypothesis, we attempted to stratify the FMF-SMF relationship with AATS AODs beyond 870 nm. One example of such attempts is shown with the marker color of Fig. 8a which indicates the ratio of AATS 2139-nm AOD to the 499-nm. We find consistent trends between this ratio and the FMF, the latter derived from AODs up to 865 nm: Finer particles exhibit higher wavelength dependence (lower 2139/499 AOD ratio). However consistent it may be, the use of 2139 nm appears to provide little additional constraint, at least when FMF is evaluated against SMF. This may partly be explained by low signal relative to noise. The 2139-nm layer AOD is below 0.02 for most profiles. We note that O’Neill et al. (2008b) did demonstrate that the slope of the coarse mode optical depth at 1640 nm was sensitive to the effective radius of small coarse mode particles.

3.4 Horizontal variability

The ARCTAS AATS observations encountered a wide variety of mesoscale structures in AOD. Here we express the observed horizontal variability in the form of coefficient of variation (COV) and autocorrelation, after Anderson et al. (2003). Implications for the optimum spatial resolution of satellite products will be discussed. The result is compared with previous experiments.
3.4.1 Standard deviation and autocorrelation

COV is the ratio of standard deviation to mean of AOD measurements made within a given distance \( k \).

\[
\text{COV}(k,i) = \frac{s\{x_i, x_{i+1}, \ldots, x_{i+k}\}}{m\{x_i, x_{i+1}, \ldots, x_{i+k}\}},
\]

(3)

where \( m\{\} \) and \( s\{\} \) are the mean and standard deviation, respectively, of the bracketed data segments (Anderson et al., 2003). For example, for a horizontal leg with a mean AOD of 0.3 and a standard deviation of 0.03, the COV is 0.1. This parameter is similar to the variability indicator introduced in Sect. 3.2.1 for assessing the vertical profiles. But the samples for COV are taken from horizontal legs only, to exclude the unwanted impact of vertical variation in measured AOD. To avoid bias due to data gaps, we calculate COV only for segments that have at least half of the potential number of data points. AATS data points are allowed to enter more than one segment. The standard deviation was normalized by \( n-1 \) where \( n \) is the number of samples. Standard deviation tends to be underestimated when the number of samples is small, in a mathematical phenomenon that arises from Jensen’s inequality. Specifically, this estimate of standard deviation is known to be, on average, 0.80 \( (N=2) \), 0.89 \( (N=3) \), \ldots >0.97 \( (N>10) \) times the true value for a normal distribution of independent elements. More generally, this factor is

\[
c = \sqrt{\frac{2}{N-1} \frac{\Gamma \left( \frac{N}{2} \right)}{\Gamma \left( \frac{N-1}{2} \right)}},
\]

(4)

where \( \Gamma \) is the gamma function. We divided the COV by this factor.

In Fig. 9a, COV over 1, 3, 6, 10, 20 and 30 km (each \( \pm 200 \text{ m} \) horizontal distance) are shown for the Alaska (dotted curves) and Canada (solid) phases. Cumulative probability sampled from horizontal legs below 2 km altitude is plotted on the vertical axis. The fact that the Canada 20-km curve goes through a probability of 0.5 at a COV of 0.19 means that there is a 50% chance that the AOD_{499} horizontal variability over a distance of 20 km is <19% of the average AOD_{499}. This is much higher than the value
for the Alaska phase (2%). The numbers in parentheses in the figure legend indicate the number of samples in the two phases. The grey curves show the values calculated from consecutive measurements which gives a conservative estimate of the impact of instrument noise.

Autocorrelation is another parameter that quantifies spatial variability. The autocorrelation function, \( r(k) \), is simply the correlation coefficient among all data pairs \( x_i \) and \( x_{i+k} \) that exist at a separation, or lag, of \( k \). That is,

\[
r(k) = \frac{\sum_i^N [(x_i - m_{+k})(x_{i+k} - m_{-k})]}{(N-1)s_{+k}s_{-k}}
\]

where \( k \) indicates the spatial lag (or distance), \( m_{+k} \) and \( s_{+k} \) denote the mean and standard deviation, respectively, of all data points that are located a distance of \( +k \) away from another data point, and \( m_{-k} \) and \( s_{-k} \) are the corresponding quantities for data points located a distance of \( -k \) away from another data point (Redemann et al., 2006; Anderson et al., 2003).

The correlation of two AOD values measured a certain distance away from each other is plotted in Fig. 9b. The high values for the spring Alaska phase (0.95 for 20 km, higher for shorter segments) indicates that the influence of an air mass is often manifested over tens of kilometers. Combined with the low COV, this highlights the highly homogeneous nature of the aerosol air masses subject to long-range transport. The autocorrelation for the summer Canada phase rapidly decreases with distance. An air mass 20 km away is hardly related (\( r<0.37 \)) to that of the reference location.

The figure also shows the autocorrelation for pairs of consecutive AATS measurements. They are 4 s apart, which is roughly 0.4–0.5 km at the nominal aircraft speed. The values are 1.00 and 0.98 for the Alaska and Canada phase, respectively. These high values demonstrate that the instrument noise does not significantly lower autocorrelation, and that the auto-correlations reported here are true measures of spatial aerosol variability.
3.4.2 Implications on the interpretation of satellite products

The COV represents the likely relative difference in AOD between a point and (the average over) a given spatial extent. The spatial extent has been defined along our aircraft track. Because of the random orientation of the aircraft flight tracks it can be translated into an area, such as a satellite grid. This analysis yields the likely error a satellite-based estimate of AOD in a different spatial extent may have.

The spatial variability in a square area is expected to be similar to that on a length twice as long as one side of the square. We determined this by a Monte Carlo simulation. The distance between two arbitrary points in a 1×1 km\(^2\) area equals that between two arbitrary points on a 2-km line on a geometric average basis. Accordingly, we will assume that the COV and autocorrelation derived above for 6 and 20 km represent a 3×3 km\(^2\) and 10×10 km\(^2\) area, respectively.

Satellite radiances are usually averaged over a grid. Unless the measure of interest (e.g., AOD) is perfectly constant within a given grid, smaller grids provide more accurate information on the measure at the smaller grid size provided that other quantities relevant to the AOD retrieval do not introduce significant noise in the smaller scale retrieval. The gain in accuracy by improved collocation upon downscaling can be quantitatively estimated using the statistical parameters derived above. The gain by going from 10×10 km\(^2\) (equivalent to 20 km distance) to 3×3 km\(^2\) (6 km) is 10 percentage points (COV reduction from 19% to 9%). Autocorrelation \((r)\) improves from 0.37 to 0.71 \((r^2\) from 0.14 to 0.50).

Wang and Christopher (2003) demonstrate that linear correlation coefficient \((R)\) between the satellite-derived AOT and fixed point measurement of PM\(_{2.5}\) was 0.7 during their observation in Jefferson county, Alabama in 2002. If autocorrelation were available for that environment, one could estimate how much more related the PM\(_{2.5}\) could have been with a 3×3 km\(^2\) average AOT instead of 10×10 km\(^2\), assuming no deterioration in satellite retrieval accuracy. Shinozuka et al. (2007) find the ambient AOD correlated with a PM\(_{2.5}\) proxy with \(R^2=0.77\) during the INTEX-North America campaign, after
4% of data with AOD > 0.8 for > 90% RH were removed. In their study both the AOD and aerosol mass were derived from perfectly collocated airborne instruments. With autocorrelation for that environment, one could estimate how much lower the correlation could have been between satellite grid-average AOD and point PM$_{2.5}$ measurements. Note that these statistics do not characterize all individual airmasses. For example, a plume much narrower than 3 km may exhibit a COV just as high at $3 \times 3$ km$^2$ as at $10 \times 10$ km$^2$. Careful case studies can handpick such individual airmasses. The statistics discussed here are pertinent to more simplistic batch processing such as routine monitoring of emissions from a power plant and routine input to aerosol models.

The variability parameters quantified here help to make decisions on the use of past and current satellite and suborbital observations as well as on the design of future ones. The COV near 20% means that quantities at a point target may not be estimated from $10 \times 10$ km$^2$ grid-average satellite products when an accuracy of, say, 10% is needed. Low autocorrelation indicates that extrapolating satellite or AERONET observations to unviewed areas may be prone to considerable errors. Downscaling and extrapolation can be justified if the accuracy required for a given application is low. These measures are at times necessary, because instrument specifics and cost limit satellite resolution and coverage. Otherwise, new satellite instruments should be designed, considering the level of aerosol variability uncovered by our statistical analysis and what few similar ones available for other environments (see Sect. 3.4.3). Variability analysis for more environments will be needed to this end.

### 3.4.3 Comparison with other field experiments

The Alaska and Canada phases accommodate extremely low and extremely high, respectively, levels of horizontal variability, given how far we were from the source during the Alaska phase (thousands of kilometers from Asia) and how close we often were to the source in Canada (in the smoke right above fires). The AOD variability in many other environments is expected to lie between these extremes. For distances between 6 and 30 km, the Canada phase exhibits 9–22% COV at the 50% probability. The COV
for the scattering coefficient observed during ACE-Asia, an aircraft campaign over East Asia in the dusty spring of 2001, is significantly smaller (3–5%, Fig. 8b of Anderson et al., 2003) for the distances between 8 and 30 km. The ARCTAS Canada phase was much less likely than ACE-Asia to exhibit COV below 0.1: for the distance of ∼8 km the probability is less than 50% for the ARCTAS Canada and more than 95% for ACE-Asia. This reflects the frequent flights in and near fresh forest fires during ARCTAS. Variability is smaller in the ARCTAS Alaska phase (dotted curves).

There are limitations in the COV parameterization. Taking a long distance results in poor statistics, because a limited number of horizontal legs enter the calculation. This phenomenon probably explains the unsmooth curves for the ARCTAS summer phase at 30 km, and the 240-km one for ACE-Asia.

Also, the COV may trend with altitude within the 2-km layer, among other variables. This was indeed the case over Southern Ocean (Shinozuka et al., 2004). The COV observed there during ACE 1 campaign over <60 km circles was typically <0.2 in the lowest 200 m layer but >0.2 between 600 and 2000 m altitude.

Redemann et al. (2006) report the autocorrelation over 15 km of AOD at 553 nm off the coast of California during the EVE campaign. It is very similar (≥0.96) to the ARCTAS Alaska value (∼0.96 for Alaska) and much higher than the Canada (∼0.5), which is likely again to the long-range transport that some of the ACE-Asia aerosol air masses were subject to.

4 Conclusions

AOD was measured with the AATS-14 from the NASA P-3 aircraft at the northern high latitudes of Alaska and Canada as well as in California during the ARCTAS experiment. We have discussed the vertical profiles, inter-comparison with correlative observations, fine-mode fraction and horizontal variability.
The vertical profiles of AOD and in situ aerosol properties we observed over Alaska in April 2008 corroborates the hypothesis that Arctic haze, a term frequently used for relatively high extinction over this region, may refer to particles from either biomass burning or anthropogenic emissions, partly depending on the altitude (Sect. 3.1). The AOD Angstrom exponent was $1.4 \pm 0.3$ up to 2 km, which is somewhat smaller than the values of 1.6–1.8 between 2–4 km. Sulfate dominated the boundary layer, possibly owing to anthropogenic emissions at northern mid-latitudes. Carbonaceous material was pronounced in the lower free troposphere, possibly owing to Siberian forest fires.

The inter-comparison of multiple AOD measurements during vertical profiles reveals high consistency among them, except in the presence of high horizontal variability (Sect. 3.2). The layer AOD derived from AATS-14 airborne remote sensing agrees with the vertical integral of in situ nephelometer scattering and PSAP absorption coefficients within $3\% + 0.02$ for two thirds of the 55 vertical profiles examined. Almost all outliers were associated with high horizontal variability caused by forest fire smoke over central Canada in June and July 2008. Anomalies of this nature do not mean poor instrument performance but a limitation intrinsic to our AOD comparison methodology. These two types of airborne AOD measurements, after compensation for below-aircraft light attenuation by vertical extrapolation, typically fell within 0.02 of AERONET ground-based measurements for five overpass events.

FMF was retrieved from the spectral curvature of AATS-14 AOD and compared with the column-integrated, in situ derived SMF (Sect. 3.3). The FMF was between 0.7 and 1.0 for most of the vertical profiles. The SMF, measured with a 1-µm impactor, differed from the FMF by 0.12 RMS for the profiles with the good (3% + 0.02) layer AOD agreement. SMF and FMF are defined for slightly different size ranges and are not expected to be identical. Nonetheless, this comparison is meaningful as it is one of the few conceivable ways to evaluate the remote sensing product. The Angstrom exponent over mid-visible wavelengths was also compared. The differences were <0.29 for two thirds of the profiles, and <0.10 for 63% of those with AOD$_{499}$ greater than 0.1.
The horizontal variability of AOD was quantified by our statistical analysis which may help the use and interpretation of past and current satellite, airborne and surface-based observations as well as the design of future ones (Sect. 3.4). The standard deviation of 499-nm AOD over a horizontal distance of 20 km is >19% of the mean for half of our data from the Canada phase in June and July. This is significantly higher than the Alaska phase (2%). Autocorrelation of AOD measurements 20 km apart was 0.37 for the Canada phase and 0.95 for the Alaska phase. The Alaskan results highlight the highly uniform nature of the particles transported from Asia, in contrast to the fresh emissions from local forest fires sampled over the central Canada.

Supplementary material related to this article is available online at: http://www.atmos-chem-phys-discuss.net/10/18315/2010/acpd-10-18315-2010-supplement.pdf.
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Table 1. Difference in optical properties during the AERONET fly-over events.

<table>
<thead>
<tr>
<th>Place and date</th>
<th>Difference, in situ – AATS</th>
<th>Difference, AERONET – AATS</th>
<th>AOD*</th>
<th>Angstrom</th>
<th>SMF–FMF</th>
<th>AOD**</th>
<th>Angstrom</th>
<th>FMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barrow, 06 Apr 23:49:55–01:39:16</td>
<td>−0.01, −0.01, −0.01, 0.14</td>
<td>0.04, 0.02, 0.02, 0.01, 0.01, 0.02, 0.02, 0.00, 0.11</td>
<td>−0.01, −0.01, −0.01, 0.11</td>
<td>−0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearl, 08 Apr 16:17:38–16:42:04</td>
<td>−0.06, −0.04, −0.04, 0.72</td>
<td>0.22, 0.02, −0.01, 0.00, 0.00</td>
<td>−0.04, 0.02, 0.01, 0.01, −0.01, 0.00, −0.19, −0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monterey, 22 Jun 19:03:41–19:36:24</td>
<td>0.01, 0.00, 0.00, 0.38</td>
<td>0.14, 0.04, 0.01, 0.01, 0.02, 0.00, 0.00, −0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fort McMurray, 03 Jul 17:49:47–18:06:08</td>
<td>0.04, 0.02, 0.01, 0.07</td>
<td>0.12, NA, 0.02, 0.02, 0.02, 0.01, 0.00, 0.00, 0.00, 0.01, −0.14, 0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saturna Island, 07 Jul 23:49:03–23:59:56</td>
<td>−0.02, −0.02, −0.01, 0.08</td>
<td>0.15, 0.00, 0.00, 0.00, 0.01, 0.00, 0.00, −0.01, −0.01</td>
<td>0.16</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* At 450, 550, 700 nm.
** At 340, 380, 440, 500, 675, 870, 1020, 1640 nm.
Fig. 1. The flight track of NASA P-3 aircraft during ARCTAS separated into three geographical groups, and AERONET ground sites mentioned in this paper.
Fig. 2. Vertical profiles of AOD at 499 nm (a) and ambient extinction coefficient (Mm⁻¹) at 550 nm (b, c) color-coded with (a) the AOD Angstrom exponent at 499 nm, (b) organic fraction of non-refractory mass of submicron particles and (c) the black carbon mass at standard temperature and pressure, for the Alaska phase. These data from 1–15 April 2008 are averaged over 3 s for (a), 10 s for (b) and (c). In (a) the 5th percentile in each 100-m altitude bin is marked with circle, and its linear regression with black line.
Fig. 3. (a) Vertical profile of above-aircraft AOD observed during the spiral over Monterey on 19:03:41–19:36:24 UTC, 22 June 2008. (b) Scattering and extinction coefficients measured and adjusted during the same ascending profile. The micropulse lidar (MPL) extinction coefficient and the Angstrom exponent of the airborne extinction coefficients are also shown. (c) AOD spectra observed at the bottom and top of profile. Their difference (layer AOD), a second-order polynomial fit and the values interpolated to the nephelometer wavelengths are also shown.
Fig. 4. (a) The spiral flown on 10 July, 21:27–21:37 UTC, north of Lake Athabasca. Marker size is proportional to the AOD at 499.4 nm, which went up to 2.7. The same flight track is projected on two planes in grey. The smoke plume was located on the western edge of the ∼6-km-wide spiral up to ∼3500 m. (b) AATS-14 AOD at 499.4 nm (green) and in situ (neph+PSAP) extinction coefficient in km$^{-1}$ between 2000–4000 m (GPS altitude) of the vertical profile. The grey horizontal bar indicates the variability measure used in Fig. 5.
Fig. 5. Comparison of layer AODs derived by two methods. Plotted on the horizontal axis is the difference in AATS-14 AOD measured at two altitudes and interpolated to the nephelometer wavelengths of 450 (blue marker), 550 (green) and 700 (red) nm. On the vertical axis, the vertical integral of in situ scattering and absorption coefficients measured with nephelometer and PSAP is plotted. The solid and dashed black curves indicate the 1:1 correspondence and ±(3%+0.02) deviation, respectively. The colored horizontal and vertical lines associated with data points indicate estimated measurement uncertainties. The effect of spatial variability is indicated separately with grey horizontal lines. This represents the center 68% values of AOD in bottom layer minus the snapshot top value, and does not necessarily include the snapshot layer AOD value (circle).
Fig. 6. Full-column AODs observed with airborne (AATS-14, Neph+PSAP) and ground-based (AERONET) instruments over Barrow, Pearl, Monterey, Fort McMurray and Saturna Island.
Fig. 7. (a) Angstrom exponent of the layer AODs derived from the in situ instruments (determined via least square fit on log scales at 450, 550 and 700 nm, y-axis) and AATS-14 (the value at 550 nm of the second polynomial fit, x-axis). The filled markers indicate the vertical profiles that see agreement within 3%+0.02 between the layer AODs. The red squares compare the 440/675 nm Angstrom exponent of full-column AERONET AOD with the in situ Angstrom exponent for the AERONET fly-over cases. (b) The difference in the in-situ and AATS-14 Angstrom exponents, compared against the AATS-14 layer AOD\textsubscript{550}. 
Fig. 8. (a) Fine-mode fraction of AATS-14 (circle) layer AOD and AERONET full-column AOD (black square) individually compared with the submicron-mode fraction of in situ derived layer AOD adjusted to 500 nm (vertical axis). (b) The difference between SMF and AATS-14 FMF, plotted against the AATS layer AOD interpolated to 550 nm. The marker color indicates column-integrated SSA.
Fig. 9. (a) Local coefficient of variation over 1, 3, 6, 10, 20 and 30 km (each ±200 m) during ARCTAS Alaska (dotted curves) and Canada (solid). Cumulative probability sampled from horizontal legs below 2 km altitude is plotted on the vertical axis. The numbers in parentheses in legend indicate the number of COV samples in the (Alaska, Canada) phases. Values for consecutive measurements are shown in grey. (b) Autocorrelation of AOD between two points apart from each other by the lag. The grey markers indicate the autocorrelation of adjacent AATS measurements. The numbers in parentheses in legend indicate the number of autocorrelation samples in the (Alaska, Canada) phases. Values from consecutive measurements are shown at 0.4–0.5 km.