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Abstract

Semivolatile organic and inorganic aerosol species partition between the gas and aerosol particle phases to maintain thermodynamic equilibrium. Liquid-liquid phase separation into an organic-rich and an aqueous electrolyte phase can occur in the aerosol as a result of the salting-out effect. Such liquid-liquid equilibria (LLE) affect the gas/particle partitioning of the different semivolatile compounds and might significantly alter both particle mass and composition as compared to a one-phase particle. We present a new liquid-liquid equilibrium and gas/particle partitioning model, using as a basis the group-contribution model AIOMFAC (Zuend et al., 2008). This model allows the reliable computation of the liquid-liquid coexistence curve (binodal), corresponding tie-lines, the limit of stability/metastability (spinodal), and further thermodynamic properties of the phase diagram. Calculations for ternary and multicomponent alcohol/polyol-water-salt mixtures suggest that LLE are a prevalent feature of organic-inorganic aerosol systems. A six-component polyol-water-ammonium sulphate system is used to simulate effects of relative humidity (RH) and the presence of liquid-liquid phase separation on the gas/particle partitioning. RH, salt concentration, and hydrophilicity (water-solubility) are identified as key features in defining the region of a miscibility gap and govern the extent to which compound partitioning is affected by changes in RH. The model predicts that liquid-liquid phase separation can lead to either an increase or decrease in total particulate mass, depending on the overall composition of a system and the particle water content, which is related to the hydrophilicity of the different organic and inorganic compounds. Neglecting non-ideality and liquid-liquid phase separations by assuming an ideal mixture leads to an overestimation of the total particulate mass by up to 30% for the composition and RH range considered in the six-component system simulation. For simplified partitioning parametrizations, we suggest a modified definition of the effective saturation concentration, \( C^*_j \), by including water and other inorganics in the absorbing phase. Such a \( C^*_j \) definition reduces the RH-dependency of the gas/particle partitioning of semivolatile organics in
organic aerosols by an order of magnitude as compared to the currently accepted definition, which considers the organic species only.

1 Introduction

Primary aerosol particles, directly emitted to the atmosphere, and secondary aerosol, formed by gas-to-particle conversion, undergo chemical and physical processing during their lifetime, resulting in a mixture of organic and inorganic aerosol species (Maria et al., 2004; Kanakidou et al., 2005; Aumont et al., 2005). Single particle measurements suggest that organic and inorganic species are internally mixed in particulate matter (PM), except for air masses close to local sources (Murphy and Thomson, 1997; Middlebrook et al., 1998; Lee et al., 2002; Murphy et al., 2006). Internal mixing of organics and inorganics is established by gas phase diffusion (Marcolli et al., 2004b) and partitioning between the gas phase and particle phases driving the system towards thermodynamic equilibrium.

While the most prevalent inorganic aerosol components are well established (Zhang et al., 2007; Russell et al., 2009), the organic fraction can consist of a large number of different compounds (Goldstein and Galbally, 2007), containing functional groups such as alkyl, hydroxyl, carboxyl, carbonyl, and aromatic groups (Rogge et al., 1993; Saxena and Hildemann, 1996; Yu et al., 1999; Decesari et al., 2000; Griffin et al., 2002; Decesari et al., 2006; Russell et al., 2009). Non-ideal interactions between organic and inorganic species in the liquid aerosol phase affect water uptake (Saxena et al., 1995; Clegg et al., 2001; Zuend et al., 2008), may induce phase separation (Pankow, 2003; Erdakos and Pankow, 2004; Chang and Pankow, 2006; Marcolli and Krieger, 2006), affect efflorescence and deliquescence behaviour (Choi and Chan, 2002; Chan and Chan, 2003; Pant et al., 2004; Parsons et al., 2004; Marcolli and Krieger, 2006; Ling and Chan, 2008), and influence the gas/particle partitioning of semivolatile compounds (Saxena and Hildemann, 1997; Turpin et al., 2000; Cocker et al., 2001; Seinfeld et al., 2001; Bowman and Melton, 2004; Chang and Pankow, 2006). Moreover, liquid and
solid phases present in aerosol particles provide reaction media for heterogeneous and multiphase chemistry (Ravishankara, 1997; Kalberer et al., 2004; Barsanti and Pankow, 2004; Knopf et al., 2005; Herrmann et al., 2005; Kroll and Seinfeld, 2008). At least in the lower troposphere, most of the organic aerosol (OA) fraction is expected to be present in liquid form even at low relative humidity (RH), because the large number of organic compounds depresses the temperature at which solids form (Marcolli et al., 2004a).

The gas/particle partitioning of a specific compound depends on the ambient conditions (temperature, RH), its vapour pressure and on the concentrations and vapour pressures of all other particle-phase species, and the manner in which they interact (non-ideality). These factors determine whether an organic compound resides primarily in the gas phase, primarily in the particulate phase, or to a significant degree in both phases. Following Pankow (2003), at temperature \( T \), partitioning of compound \( j \) can be expressed in terms of a molar \( (n) \) particle/gas equilibrium coefficient \( K_{j}^{PM,(n)} \):

\[
K_{j}^{PM,(n)} = \frac{RT}{p_{j}^{\circ} \gamma_{j}^{(x)}},
\]

where \( R \) is the universal gas constant, \( p_{j}^{\circ} \) the pure liquid compound vapour pressure, and \( \gamma_{j}^{(x)} \) the mole fraction-based activity coefficient. Details and assumptions involved in the derivation of Eq. (1) are given in Sect. 3.1. From Eq. (1), two of the most prominent sources of uncertainties in modelling the gas/particle partitioning of complex, often multifunctional organic compounds are evident (Hallquist et al., 2009; Barley and McFiggans, 2010): (1) potentially large errors in estimating pure compound vapour pressures \( (p_{j}^{\circ} \text{ as a function of } T) \) in the absence of actual measurements and (2) uncertainty in describing liquid phase non-ideality, represented by \( \gamma_{j}^{(x)} \), and related effects, such as liquid-liquid phase separations. A third major uncertainty, endemic to modelling of atmospheric organic aerosols, is the lack of knowledge of the actual molecular composition of the aerosol phase (the “\( j \)”s). In this study, we focus on a
systematic reduction of uncertainties related to issue (2) by means of modelling phase behaviour and gas/particle partitioning of non-ideal solutions typical of these present in atmospheric organic-inorganic aerosols.

Thermodynamic models are essential for the computation of phase diagrams and gas/particle partitioning of organic-inorganic mixtures. Such models help to understand and link data from different experimental techniques and to predict thermodynamic properties for multicomponent mixtures. Models have been developed for calculating the partitioning of organics into an organic aerosol particle (Pankow et al., 2001), as well as for organics and water into an aqueous organic solution (Seinfeld et al., 2001). So far, only a few models have been reported that are able to predict gas/particle partitioning of mixed organic-inorganic systems (Pun et al., 2002; Griffin et al., 2003; Chang and Pankow, 2006, 2008; Pankow and Chang, 2008). The model of Pun et al. (2002) uses a so called hydrophobic-hydrophilic approach, characterizing the particulate matter in terms of a hydrophobic organic phase and a hydrophilic aqueous phase, allowing an organic compound to partition only to one of the two phases. Griffin et al. (2003) modified this hydrophobic-hydrophilic approach to allow equilibration of all organic compounds between both condensed phases and the gas phase. However, in their approach water and salts were not allowed to partition between both condensed phases. Chang and Pankow (2006) introduced a gas/particle partitioning and activity coefficient model (XUNIFAC.2) based on the activity coefficient model Li-FAC (Yan et al., 1999) and the gas/particle partitioning theory of Pankow (2003), that enables the equilibration of all species between all phases present.

We present in this work a new liquid-liquid phase separation and gas/particle partitioning model, using as a basis the group-contribution model AIOMFAC (Zuend et al., 2008). Considering the potential importance of liquid-liquid equilibria (LLE), a reliable method to check and account for phase separations has been implemented and tested with a number of ternary alcohol-water-salt solutions at room temperature. Motivated by the ability of a thermodynamic model to provide additional information regarding the stability of liquid phases, we introduce a method to compute the spinodal curves of
ternary mixtures. The resulting stability diagrams allow the determination of metastable and unstable one-phase regions with respect to composition in the phase diagram.

Liquid-liquid phase equilibria in organic-inorganic systems are typically governed by strong interactions between electrically charged ions and nonpolar organic functional groups. Resulting liquid-liquid phase separation is often referred to the salting-out effect, in which the solubility of a non-electrolyte in water is decreased when an electrolyte is added. Hydration of ions at high water content in an organic-inorganic mixture attenuates the salting-out effect. Hence, liquid-liquid phase separation in aerosols is strongly influenced by the water content, and for this reason is related to the ambient RH. Barley et al. (2009) note that the RH dependency of semivolatile organic gas/particle partitioning becomes stronger with a decrease in the total concentration of organic PM. Thus, it is of interest to study the combined effects of RH and LLE on the gas/particle partitioning of semivolatile organics. For this reason, we perform a quantitative case study with a six-component organic-inorganic aerosol system, computing the gas/particle partitioning at relative humidities ranging from 20% to 99%. The predictions of the equilibrium calculations (including potential LLE) are compared with the model results for a forced one-phase and for an ideal PM mixture.

Ideal condensed phase behaviour is often assumed for gas/particle partitioning descriptions in 3-D atmospheric chemical transport models, based on computation time considerations. In a number of models, gas/particle partitioning is parametrized solely in terms of an effective gas-phase saturation concentration, $C_j^*$. An unanswered question is generally the extent to which non-ideal phase behaviour in the aerosol phase and RH influence gas/particle partitioning. Regarding LLE effects on the total amount of particulate matter in comparison to the estimated PM amount assuming a single condensed phase, a common assumption is to expect an increase of PM mass, which is explained by an enhanced partitioning of hydrophobic organic compounds into an organic-rich liquid phase as a result of a phase separation. Some aerosol chamber studies with relatively high total organic mass loading (organic PM typically $>50 \, \mu g \, m^{-3}$) and corresponding model results for organic aerosol systems (Griffin et al., 2003) and
organic-inorganic aerosol mixtures (Chang and Pankow, 2006) confirm this LLE related effect on PM. Other studies using hypothetical aerosol systems considering polar and low-polarity organic compounds predict a PM mass increase due to liquid-liquid phase separation as well (Erdakos and Pankow, 2004; Chang and Pankow, 2006). Using AIOMFAC we reveal that for systems at lower total organic concentrations (organic PM < 20 µg m⁻³) comprising organics of different hydrophilicities, liquid-liquid equilibration sometimes leads to a decrease in total PM.

2 Theory and methods

2.1 Thermodynamic equilibrium

In the context of thermodynamically describing a multicomponent mixture, the term “system” refers to a heterogeneous, closed system comprising different homogeneous phases. Each phase in a heterogeneous, closed system is characterised by its temperature $T$, pressure $p$, and the chemical potentials $\mu_j$ of the components present. In the absence of external forces and effects such as semi-permeable membranes, electric, magnetic, or gravitational fields, one can express the thermodynamic equilibrium of a multicomponent, multiphase system as (Modell and Reid, 1983)

$$
T^\alpha = T^\beta = \ldots = T^\omega : \text{thermal equilibrium,}
$$
$$
p^\alpha = p^\beta = \ldots = p^\omega : \text{mechanical equilibrium,}
$$
$$
\mu_j^\alpha = \mu_j^\beta = \ldots = \mu_j^\omega : \text{chemical equilibrium,}
$$

(2)

where $\omega$ is the number of phases and $j = 1,2,\ldots,k$ denotes the $k$ system components. Temperature, pressure and the chemical potentials of a system are not all independent variables. Their dependency is described by the Gibbs-Duhem relation and defines the Gibbs’ phase rule. The total Gibbs energy $G$ of a multiphase, multicomponent system can be calculated from the molar amounts $n_j^\phi$ of the chemical species in the different
phases $\phi$ and their chemical potentials $\mu^\phi$:

$$G = \sum_\phi \sum_j \mu^\phi n^\phi_j + G^\text{int}. \quad (3)$$

Here, $G^\text{int}$ represents the sum of the interfacial energies, e.g., resulting from gas-liquid and liquid-liquid interfaces. While for sufficiently small particles/phases interfacial energies can be important, we neglect their contribution in this study ($G^\text{int} = 0$). Thus, our model applies to systems that are dominated by bulk phases rather than interfaces and therefore also neglects curvature effects.

The Gibbs energy of a closed system in thermodynamic equilibrium is at its minimum (e.g., Denbigh, 1981; Modell and Reid, 1983). At the Gibbs energy minimum of a multiphase system at given conditions, such as a constant temperature and known overall composition, the conditions of Eq. (2) are all fulfilled. Hence, there are two options to calculate the properties of such a system in thermodynamic equilibrium. Option (1) involves solving the equality conditions of Eq. (2) by varying system parameters, such as the partitioning of the different components over coexisting phases and determining the solution with the lowest Gibbs energy. Option (2) is based on a direct search for the global minimum of the Gibbs energy of the system. Both cases can be treated as optimization problems and solved using numerical methods (e.g., Amundson et al., 2007a,b). We apply the global minimization approach and use Eq. (2) as an additional equilibrium check and precision criterion for the optimum solution. The methods are described in Sect. 2.4, Sect. 3, and the Appendix.

### 2.2 Chemical potentials and standard states

To calculate the Gibbs energy using Eq. (3), the chemical potentials of the different components in all coexisting phases are required. For non-electrolytes (organics, water) we use the pure ($\chi^s = 1$), potentially subcooled liquid at temperature $T$ on the mole fraction basis ($\chi$) as reference and standard states. The chemical potentials of such
non-electrolytes, here denoted as solvents \( s \), in a liquid phase \( l \) are

\[
\mu^l_s(p, T, x_j) = \mu_s^o(x) + RT \ln \left[ a_s^{(x)} \right],
\]

(4)

where \( \mu_s^o(x) = \mu_s^o(x) \left( p^o_s, T, x_s^o \right) \) is the standard chemical potential, \( x_s \) the mole fraction of \( s \) in the liquid mixture, and \( a_s^{(x)} \) the activity on the mole fraction basis. Using the same

standard states as for the liquid phase and assuming the gas phase (\( g \)) to be an ideal gas mixture (no fugacity correction) with mole fractions \( y_j \), the chemical potentials in the gas phase are given by

\[
\mu^g_s(p, T, y_j) = \mu_s^o(x) + RT \ln \left[ \frac{p_s}{p^o_s} \right].
\]

(5)

The partial pressure \( p_s = y_s p \) is related to the saturation vapour pressure over the liquid of pure \( s \), \( p^o_s \). The choice of the same standard chemical potential in all phases and a comparison of Eqs. (4) and (5) shows that at vapour-liquid equilibrium (VLE), liquid mixture activities and partial pressures are related by

\[
p_s = p^o_s a_s^{(x)}.
\]

(6)

This relation is known as the modified Raoult’s law.

Electrolytes (salts, acids) in liquid mixtures are here considered to be dissociated into cations and anions. To maintain electroneutrality in the liquid phases, we combine cations and anions to the neutralized form of dissolved salt units. Such a salt unit represents an independent component in the thermodynamic sense, enabling electroneutral mass transfer between different liquid phases. For a generalised salt unit “MX” composed of \( v^+ \) cations \( M \) and \( v^- \) anions \( X \) with the chemical formula \( M_{v^+} X_{v^-} \), the chemical potential in a liquid mixture is calculated from

\[
\mu^l_{MX}(p, T, x_j) = \mu^o_{MX(aq)} + RT \ln \left[ \left( a^{(m)}_M \right)^{v^+} \left( a^{(m)}_X \right)^{v^-} \right].
\]

(7)
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The standard chemical potential \( \mu_{MX_{(aq)}}^{(m)} = \nu^+ \mu_{M_{(aq)}}^{(m)} + \nu^- \mu_{X_{(aq)}}^{(m)} \) is here defined on the molality basis, indicated by superscript \((m)\), with the reference state of an ideal, infinitely dilute aqueous solution of ion \( i \) (here: \( i = M \) or \( X \)), as defined in the AIOMFAC model (Zuend et al., 2008). The logarithm on the right-hand side of Eq. (7) contains the so-called molal ion activity product IAP:

\[
\text{IAP}_{MX} = \left( a_{M}^{(m)} \right)^{\nu^+} \left( a_{X}^{(m)} \right)^{\nu^-}.
\]  

(I8)

Ions are treated as nonvolatile species, therefore no gas-phase chemical potential is defined for them.

Choosing the same standard chemical potential of a species in all system phases allows us to express chemical equilibrium (Eq. 2) in terms of activities:

\[
a_{s}^{(x),\alpha} = a_{s}^{(x),\beta} = \ldots = a_{s}^{(x),\omega} : \text{for solvents},
\]

\[
\text{IAP}_{MX}^{\alpha} = \text{IAP}_{MX}^{\beta} = \ldots = \text{IAP}_{MX}^{\omega} : \text{for salt units}.
\]  

(9)

This is known as the isoactivity condition, a necessary criterion for phase equilibrium in this framework. The chemical equilibrium expressions of Eq. (9) enable the calculation of liquid-liquid and vapour-liquid equilibria without having to specify the standard chemical potentials of the different system components.

2.3 AIOMFAC model

Equations (4), (6), (7), and (9) depend on the activities of the different species. Consequently, a model to calculate activities is required. We use the group-contribution model AIOMFAC (Aerosol Inorganic-Organic Mixtures Functional groups Activity Coefficients) of Zuend et al. (2008) to describe non-ideal mixing in liquid solutions – expressed in terms of activity coefficients. On the mole fraction basis, activity coefficients \( \gamma_{s}^{(x)} \) are correction factors relating mole fractions and activities:

\[
a_{s}^{(x)} = \gamma_{s}^{(x)} x_{s}.
\]  

(10)
The semi-empirical AIOMFAC model explicitly accounts for molecular interactions between solution species, both organic and inorganic. Such organic-inorganic interactions may be the cause for liquid-liquid phase separations or for enhanced partitioning of semivolatile organics to the gas phase due to salting-out effects. AIOMFAC is based on the group-contribution model LIFAC by Yan et al. (1999) – but modified to better represent relevant species, reference states, and the relative humidity range of the atmosphere. The group-contribution concept treats organic molecules as combinations of functional groups. This approach has the great advantage of representing many different compounds using a relatively small and manageable number of functional groups, such as alkyl, hydroxyl, carboxyl, carbonyl, and aromatic groups. Especially regarding the organic aerosol fraction, a compound-specific approach may not be feasible except in the case of well-defined laboratory systems.

Molecular interactions in solution, including charged and neutral species, are represented in AIOMFAC using expressions for long-range (LR), middle-range (MR), and short-range (SR) contributions. Thus, activity coefficients are calculated from three distinct model parts:

\[
\ln \gamma_s^{(x)} = \ln \gamma_s^{LR,(x)} + \ln \gamma_s^{MR,(x)} + \ln \gamma_s^{SR,(x)}.
\] (11)

The long-range part, an extended Debye-Hückel expression, and the semi-empirical middle-range part form together a Pitzer-like (group-contribution) model, enabling accurate descriptions of electrolyte solutions, from dilute to highly concentrated (supersaturated) conditions. Short-range interactions between functional groups are calculated with the widely-used UNIFAC model (Fredenslund et al., 1975), modified to include inorganic ions and the alcohol/polyol parametrizations of Marcolli and Peter (2005). The MR-part contains most of the adjustable parameters of the model, which are estimated by fitting modelled activity coefficients to laboratory data on binary and ternary solutions. The group-contribution concept allows one to make activity coefficient predictions for solutions containing organic compounds, which were not used to estimate model parameters. At present, AIOMFAC is able to calculate activity...
coefficients of systems composed of a wide range of electrolytes and organic compounds with \(-\text{CH}_n\) \((n = 0, 1, 2, 3)\) and \(-\text{OH}\) as functional groups, all at room temperature. The AIOMFAC model framework and estimated interaction parameters are described in detail in Zuend et al. (2008).

### 2.4 Computation of the liquid-liquid coexistence curve

Liquid-liquid phase separations may occur in mixtures of two or more partially miscible components, leading to what is known as miscibility gaps; the stable thermodynamic state is referred to as the liquid-liquid equilibrium (LLE). The coexistence of two or more liquid phases at thermodynamic equilibrium implies that the total Gibbs energy of the system, gas phase plus solid and liquid particle phases (including the here neglected interfacial energies), is lower than in the case of a single liquid phase. Although, multicomponent systems might form more than two liquid phases, we restrict in this study the liquid aerosol particle to a maximum of two coexisting liquid phases. Typically one of the two liquid phases is predominantly an aqueous electrolyte solution, and the other phase contains most of the organics and, depending on their hydrophilicities, an amount of water. Figure 1a illustrates the case differentiation to diagnose a potential liquid-liquid phase separation based on the comparison of the system’s Gibbs energies.

The partitioning of a species between two liquid phases, denoted as \(\alpha\) and \(\beta\), can be described by (Zuend, 2007):

\[
q^\alpha_j = \frac{n^\alpha_j}{n^\text{PM}_j},
\]

where \(q^\alpha_j\) is the molar ratio of the fraction in phase \(\alpha\) to the total PM amount of species \(j\). With only two liquid PM phases it follows: \(n^\text{PM}_j = n^\alpha_j + n^\beta_j\) and \(q^\beta_j = 1 - q^\alpha_j\). Using these liquid-liquid partitioning ratios with given total (liquid) PM composition in terms of
mole fractions $x_j^{PM}$, the mole fractions in the two phases are calculated by

$$x_j^\alpha = \frac{q_j^\alpha x_j^{PM}}{\sum_k q_k^\alpha x_k^{PM}},$$

$$x_j^\beta = \frac{(1 - q_j^\alpha) x_j^{PM}}{\sum_k (1 - q_k^\alpha) x_k^{PM}},$$

where all (liquid) PM components are included in the sum. Possible values for the liquid-liquid partitioning ratios lie within the interval of $0 \leq q_j^\alpha \leq 1$. As long as interfacial energies are negligible, Eqs. (13) and (14) show that the volume (or mass) of the two coexisting phases is not needed to define the equilibrium composition; only the distribution of the species between the phases and their mole fractions are required. For a given set of chemical components in a liquid mixture and the compositions in the phases $\alpha$ and $\beta$ from Eqs. (13) and (14), the AIOMFAC model is used to calculate the corresponding solvent activities and molal ion activity products in the phases.

The Gibbs energy of the two-phase PM system is then calculated using Eqs. (3), (4), and (7):

$$G^{PM} = \sum_j n_j^{PM} \left( \mu_j^\circ + RT \left[ q_j^\alpha \ln a_j^\alpha + q_j^\beta \ln a_j^\beta \right] \right).$$

In those cases in which component $j$ is a salt in Eq. (15), the activities and standard chemical potentials are replaced by the IAP and the standard chemical potential of the salt, respectively, according to Eq. (7). Dividing Eq. (15) by the amount of moles $\sum_j n_j^{PM}$ in the PM system, we obtain an expression for the normalized (molar) Gibbs energy,
Here the mole fractions $x'_{j, PM}$ are calculated with respect to completely dissociated salts to be consistent with the activities and ion activity products obtained from AlOMFAC. The standard chemical potential of a salt and the IAP are used in Eq. (16) to calculate the contributions of salt units to the normalized Gibbs energy. Therefore, in case of dissolved salts, the mole fractions have to be calculated as mole fractions of salt units (and not of ions), but still with respect to completely dissociated salts in the mixture:

$$x'_{s, PM} = \frac{n_{s, PM}}{\sum_j n_{j, PM}} : \text{for solvents},$$

$$x'_{MX, PM} = \frac{n_{MX, PM}}{\sum_j n_{j, PM}} : \text{for salt units},$$

where the sum goes over all mixture species, including ions. Note that the standard chemical potentials have to be known only for the calculation of a system’s absolute Gibbs energy; they are not required for the LLE calculations as their contributions are the same in one- and two-phase systems. Panel (b) of Fig. 1 shows the approach to finding the compositions of coexisting phases at minimum Gibbs energy. The set of $q_j^\alpha$ is varied by a global optimization algorithm and the corresponding Gibbs energies (the objective function values) of the two-phase systems are evaluated until the set with the lowest Gibbs energy is found and the isoactivity condition is fulfilled to a certain numerical precision. In cases in which the one-phase system is stable, the algorithm finds the trivial solution of equal $q_j^\alpha$ values for all components, e.g., $q_j^\alpha = 0.5$. Thus, testing against an initial set of equal $q_j^\alpha$ allows a direct objective function comparison with the one-phase solution.
We use the Differential Evolution (DE) algorithm by Storn and Price (1997), a simple, efficient and robust method for global optimization. To further improve the minimum found by DE and to reduce overall computation time, in addition we apply the modified Powell hybrid method and the Levenberg-Marquardt method from the Fortran MINPACK library (Moré et al., 1980, 1984). Details to the use and modifications of the methods are given in Appendix A.

### 2.4.1 Procedure to calculate the binodal line

Panel (c) of Fig. 1 shows a qualitative phase diagram of a ternary mixture at constant temperature as a function of molar composition, with a liquid-liquid miscibility gap in a certain composition range. To represent three components in an orthogonal 2-D-plot, the x-axis is here defined as mole fractions of the salt in the water-free mixture: $x_{\text{salt, w-f}} = \frac{n_{\text{PM, salt}}}{n_{\text{org}} + n_{\text{PM, salt}}}$. The procedure to calculate the binodal coexistence curve in a ternary mixture is implemented as a 2-D-scan of the composition space: (1) Starting with a (low) mole fraction $x_{\text{salt, w-f}}$ on the x-axis of the search space, (2) the mole fraction of water, the y-axis, is reduced step-by-step from high to low values while checking for a potential phase separation with the DE algorithm (see Appendix A) in quick mode. (3) After the lowest allowed $x_{\text{water}}$ value is reached, $x_{\text{salt, w-f}}$ is incremented by a given step size and step (2) repeated. (4) Once a phase separation is detected, DE is switched to high precision mode and a bisection in the $x_{\text{water}}$ dimension of the range between the actual $x_{\text{water}}$ and $x_{\text{water}}$ a few steps before the phase separation (that brackets the root) is performed to detect precisely the onset of the miscibility gap, which is a locus on the binodal curve. (5) The set of corresponding $q^\alpha_j$ found is then saved and used as initial guess for the detection of the next phase separation onset, then $x_{\text{salt, w-f}}$ is incremented. (6) To detect more points on the binodal curves, the scan in $x_{\text{water}}$ direction can be continued at a selection of $x_{\text{salt, w-f}}$ coordinates, with DE in quick mode using the $q^\alpha_j$ of the last phase separation as initial guess for the next step. This approach allows a
reliable computation of the binodal curve, while advantageously handling the trade-off between computational speed and robustness of the different DE modes.

2.4.2 An example: phase diagram of the ternary 2-propanol-water-NaCl system

To illustrate the computation methods and the information that can be gained from the model, we consider the ternary 2-propanol-water-NaCl liquid mixture as an example. This ternary system exhibits a liquid-liquid phase separation in parts of the composition range, while the salt-free binary 2-propanol-water solution is fully miscible at any ratio. Figure 2 shows the computed coexistence curve (binodal) of the ternary 2-propanol-water-NaCl phase diagram. The abscissa is defined in terms of mole fraction of the salt (NaCl) in the water-free mixture. With regard to aerosol particles, this x-axis can be considered as the dry particle composition. Black, straight lines connect the two coexisting phases (they are not tie-lines here, see Sect. 2.5). A description of the calculation of the limit of phase stability/metastability, the spinodal, is given in Sect. 2.6. A comparison with LLE composition measurements (De Santis et al., 1976; Gomis et al., 1994) shows that the model predicts the phase separation overall in good agreement with the experimental data. However, there are deviations, especially between measured and predicted compositions of the organic-rich phases. There are several reasons for such deviations. First, the group-contribution approach of AIOMFAC is optimized to represent organic-inorganic systems including many different alcohols/polyols composed of the same functional groups. Therefore, a specific system might not be represented perfectly by the set of interaction parameters. Second, when the AIOMFAC middle-range interaction parameters were estimated, LLE data were used with respect to relative activity deviations between the coexisting phases. Due to uncertainties associated with LLE composition measurements, optimizing modelled relative activity deviations might lead to deviations between measured and calculated compositions at liquid-liquid phase coexistence. Hence, in agreement with Marcilla et al. (2007), AIOMFAC parameters were estimated based on thermodynamic consistency. The prediction of the phase diagram in the supersaturated region with respect to solid NaCl might be
subject to larger deviations from the real system behaviour as no data were available for comparison and parameter estimation at those high ionic concentrations. Typically, one would expect the deviations between the correct compositions and the AIOMFAC model predictions to increase with increasing salt content (ionic strength) and decreasing water content. The activities and the IAP of the different system components are shown in panels (b), (c), and (d) of Fig. 2. As water activity equals relative humidity in VLE and VLLE (vapour-liquid-liquid equilibria), panel (b) represents the phase diagram as a function of RH and dry composition. The phase diagram represented in terms of \( x(\text{NaCl}) \) (water-free) and 2-propanol activity (panel (c)) shows a somewhat unusual curvature of the binodal and spinodal lines. Comparing Fig. 2c with Fig. 4, in which the organic activity is shown on the colour axis, allows to explain this curvature behaviour as a result of opposing interaction effects of the salt and water contents on \( a_{\text{org}} \), causing a saddle point in organic activity. While in the case of water increasing either the salt concentration or the organic concentration leads to a decrease in water activity, this is obviously different for the analogous case regarding the 2-propanol activity. The branch of the spinodal curve showing a steep increase towards organic activities of 1.0 and beyond in Fig. 2c, corresponds to the spinodal curve crossing the red area in Fig. 4a (see Sect. 2.5 for a discussion of Fig. 4). The salt saturation (solubility) limit was calculated as a function of constant molal IAP based on molal salt solubility data (Apelblat and Korin, 1998). The calculated molal IAP at saturation of the corresponding binary aqueous salt solution is taken as reference value.

2.5 Gibbs energy difference, activities, and tie-lines

Besides the calculation of the LLE coexistence curve, we used our model to compute the Gibbs energy difference between a (forced) one-phase system and the equilibrium state system – be it a one-phase or two-phase state – covering almost the whole composition space and therefore also regions in the phase diagram, that are not accessible in experiments. We carry out a high-resolution, point-by-point computation using a similar procedure as described in Sect. 2.4.1. Figure 3 shows the Gibbs energy difference...
(\(\Delta G\)) between a forced one-phase system and the predicted, potentially two-phase, equilibrium of the ternary 2-propanol-water-NaCl system. The formation of solid NaCl at saturation is disabled to allow for salt supersaturation. The \(\Delta G\) “hill” represents the energy needed to maintain an unfavourable, metastable or unstable state of a one-phase system. As a result of the point-by-point computation of the phase diagram, additional information is obtained, such as the activities of all species for the equilibrium solution and for a (hypothetical) one-phase solution at each point in composition space (even when absolutely unstable). Using this information, we calculate contour lines of constant water activity with respect to the equilibrium state. Thus, starting initially at a point in the two-phase region of the phase diagram, these contour lines of equilibrium-\(a_w\) represent the water activity of the stable two-phase state at which a system will eventually end up at thermodynamic equilibrium. As these equilibrium-state activities are calculated at each point and as (in this framework) activities of coexisting phases are equal at equilibrium, these equilibrium-isoactivity lines furthermore connect the coexisting phases of a LLE. Therefore, within the miscibility gap, they represent tie-lines. Such tie-lines are defined by the feature of being “initial-to-endpoint-lines” when plotted in different kinds of coordinate systems. Thus, tie-lines show for each initial one-phase composition the final compositions of the two phases in the equilibrium state, indicated by the intersection of the tie-line with the binodal curve. Note that for ternary LLE-systems, presented as ternary diagrams or on orthogonal coordinate systems with mass- or mole fractions on the coordinate axes (calculated on the same basis), tie-lines constitute straight lines connecting the two phases in equilibrium. However, tie-lines are curved when such systems are plotted on coordinate systems with mole fraction axes calculated on a different basis, e.g. \(x\)(salt) on a water-free basis vs. \(x\)(water), as shown in Figs. 3, 4, and 6.

In a closed system, a liquid-liquid phase separation by the mechanism of spinodal decomposition will evolve along the corresponding tie-line until its intersection with the binodal. In the two-phase region, the equilibrium-isoactivity lines of all components are parallel curves to the tie-lines (by definition), as can be seen by comparison of the
tie-lines with the molal ion activity product curve for the salt solubility limit in Fig. 3. Moreover, according to the Gibbs’ phase rule for ternary systems at constant temperature and the characteristic monotonic behaviour of water activity over the entire composition space, the equilibrium system composition is fixed for a given water-free composition at a given RH ($a_w$). All this information is graphically represented in panel (a) of Fig. 3. In the water activity representation of Fig. 3b the water activity of the forced one-phase system is given on the y-axis, while the water activity of the equilibrium state is labelled on the tie-lines within the miscibility gap. The curvature of the tie-lines therefore demonstrates the change in water activity due to a liquid-liquid phase separation with respect to an initial one-phase state. This can be linked to a certain release/uptake of water by a liquid aerosol particle of such a mixture in equilibrium with virtually constant ambient RH.

Figure 4 shows the computed organic activity of the ternary system as a function of water-free mole fractions of NaCl and water activity. In the forced one-phase system (Fig. 4a), the organic activity substantially exceeds that of a pure organic phase ($a_{org}^{(x)} = 1.0$) at compositions of high salt mole fractions and lower water activities. This indicates the existence of a miscibility gap at equilibrium conditions. As can be seen from Panel (b), a phase separation is present well before $a_{org}^{(x)} = 1.0$ is reached. Thus, organic activities exceeding a value of 1.0 are not a necessary condition for the formation of LLE; rather, they point at composition areas where either a miscibility gap or the formation of a pure organic phase (i.e., externally mixed aerosol) is inevitable. The saddle point in the green area of Fig. 4a is a consequence of the salting-out effect of NaCl on 2-propanol. For an ideal ternary mixture, or in cases of rather weak organic-ion interactions, only the red area at low water activity and low salt content, indicating increasing organic activity with increasing organic content, exists, while the red area at higher salt mole fractions does not exist and for this reason also no saddle point. The blue area at low water activities, indicating low organic activity at high salt and low water contents, is caused by the steep increase of the ion activity product (highly supersaturated NaCl) leading to a decrease in organic activity, consistent with
Gibbs-Duhem relation for binary organic-salt solutions. Quantitative model predictions of one-phase state activities at compositions within the instability region, and for the stable/metastable areas far beyond salt saturation, are subject to potentially large inaccuracies due to extrapolation of the model parametrization and they are also hypothetical, as these areas reflect non-equilibrium states, not accessible for measurements. Approaching such compositions, either a liquid-liquid phase separation or crystallization of the salt will happen spontaneously, rendering experiments impossible. However, based on the composition range where experimental data have been available for the parametrization of the AIOMFAC model and the thermodynamic consistency of the model predictions, the one-phase activity predictions might be at least qualitatively correct in the experimentally inaccessible composition areas. The equilibrium-state organic activities plotted at overall mixture compositions within the miscibility gap, as shown in Fig. 4b, reflect the organic activities of the equilibrium state after phase separation (the values at the corresponding tie-line intersection with the binodal). The interactions of all mixture components restrict possible values of $a^{(x)}_{\text{org}}$ to a certain range at a given water activity. This has direct implications on the behaviour of the ternary system when partitioning to the gas phase at ambient RH is considered.

Using the procedure described in Sect. 2.4.1, the liquid-liquid coexistence curve of a system with a given particle phase composition can be calculated directly without recourse to a phase diagram that has to be established by a point-by-point computation. Nevertheless, the phase diagram together with the Gibbs energy and activities provide additional information. $\Delta G$ quantifies how unfavourable treating the system as a one-phase mixture would be. The activity plots indicate the change of chemical potential with respect to composition changes for each individual component. This information can only be gained from a model calculation.

### 2.6 Computation of phase stabilities

Real systems with a liquid-liquid miscibility gap typically show a hysteresis effect with respect to the actual phase separation process. This means that a metastable...
one-phase state may exist within the area bounded by the coexistence curve. Such a hysteresis behaviour can be explained by the existence of a free energy barrier, which has to be overcome for the formation of a (critical) stable second phase. This mechanism of phase separation, classified by Gibbs as discontinuous phase change (Gibbs, 1928), is also known as nucleation-and-growth described by the classical nucleation theory – analogously to the formation of a solid state in a supersaturated liquid (e.g., the efflorescence of a salt).

Both theory and experiment show that there exists a limit of stability/metastability of liquid multicomponent one-phase solutions with respect to continuous phase changes leading to separation into two phases (Gibbs, 1928; Cahn, 1965). This limit marks the boundary of stability or metastability to the area of instability of a corresponding one-phase state. The points (curves, surfaces, . . . , depending on the system’s degrees of freedom) at the instability limit are called spinodal. Common points of a binodal and a spinodal are known as plait points – or critical points in the temperature-pressure diagram representation. Panel (c) of Fig. 1 shows a schematic phase diagram of a liquid-liquid miscibility gap in a three-component mixture. The metastable composition area, bounded by the binodal and spinodal curves, vanishes at the plait point, the only stable point on the spinodal curve.

A hypothetical liquid one-phase mixture within the unstable area will spontaneously separate into two phases upon infinitesimal system fluctuations (e.g., composition or density fluctuations). In this case, the free energy barrier for phase separation vanishes below the thermal energy of the molecules (Debenedetti, 1996; Filobelo et al., 2005). Hence, there is no barrier other than a diffusional one to impede this process. This phase separation mechanism is known as spinodal decomposition. It can be described by a transport process of “uphill diffusion” with a negative mutual diffusion coefficient (Saxena and Caneba, 2002). During the process of phase separation, spinodal decomposition manifests in the optical signature of so called “schlieren” (e.g., Ciobanu et al., 2009). Using a Legendre transform to obtain pressure, temperature and number of moles of components as the set of independent thermodynamic variables,
i.e., \(G(p,T,n_1,n_2,\ldots,n_k)\), the criterion for the spinodal can be expressed in terms of 2nd derivatives of Gibbs energy (Modell and Reid, 1983). For a ternary system, the corresponding determinant \(L\) is calculated by (Modell and Reid, 1983; Debenedetti, 1996):

\[
L = \left| \begin{array}{ccc}
\left(\frac{\partial^2 G}{\partial n_1^2}\right)_{p,T,n_2,n_3} & \left(\frac{\partial^2 G}{\partial n_1 \partial n_2}\right)_{p,T,n_3} \\
\left(\frac{\partial^2 G}{\partial n_2^2}\right)_{p,T,n_1,n_3} & \left(\frac{\partial^2 G}{\partial n_1 \partial n_2}\right)_{p,T,n_1,n_3} \\
\end{array} \right| \tag{18}
\]

or in terms of the chemical potentials:

\[
L = \left| \begin{array}{ccc}
\left(\frac{\partial \mu_1}{\partial n_1}\right)_{p,T,n_2,n_3} & \left(\frac{\partial \mu_1}{\partial n_2}\right)_{p,T,n_1,n_3} \\
\left(\frac{\partial \mu_2}{\partial n_2}\right)_{p,T,n_1,n_3} & \left(\frac{\partial \mu_2}{\partial n_2}\right)_{p,T,n_1,n_3} \\
\end{array} \right| \tag{19}
\]

Hence,

\[
L = \left(\frac{\partial \mu_1}{\partial n_1}\right)_{p,T,n_2,n_3} \times \left(\frac{\partial \mu_2}{\partial n_2}\right)_{p,T,n_1,n_3} - \left[\left(\frac{\partial \mu_1}{\partial n_2}\right)_{p,T,n_1,n_3}\right]^2 \tag{20}
\]

The spinodal as the limit of stability/metastability is defined by the points where the condition \(L = 0\) is fulfilled. Thus, points on the spinodal curve are inflection points on the Gibbs energy curve of the (forced) one-phase solution.

In contrast to computing the binodal, the spinodal curve can be calculated directly from an expression for the Gibbs energy or the chemical potentials of the (one-phase) system without a computationally expensive Gibbs energy minimization. We use a 2-D scan procedure similar to the one described for the binodal in Sect. 2.4.1 to search the composition space for the roots of \(L\). The Differential Evolution algorithm is used to minimize \(L^2\) as a function of \(x(\text{water})\) at fixed \(x(\text{salt, w-f})\). Then a check is applied to ensure that the minimum found is indeed a root of \(L\). The possibility of more than
one root at a given $x$(salt, w-f) coordinate is also accounted for. The determinant $L$ is calculated from Eq. (20) using numerical solutions for the partial derivatives of the chemical potentials by means of central differences. As the 2-D scan is performed in mole fraction composition space, central differences with respect to differences of moles of a certain compound can be easily converted to variations in mole fractions (affecting all compounds) by arbitrarily assuming a total molar amount of, e.g., 1 mol mixture before the variation.

Predicted spinodals for the ternary 2-propanol-water-NaCl mixture are plotted as dotted curves in Figs. 2, 3 and 4. Figure 5 illustrates the stability, metastability, and instability areas in terms of a point-by-point computation of the determinant $L$. To discriminate between metastable and stable one-phase areas, the coexistence curve is plotted as well. The scaling of the colour-axis is arbitrarily chosen and centred at $L = 0$ to show the spinodal in white. Values of the determinant $L$ outside the range of the shown colour-axis are coloured by the maximum and minimum values, respectively. The whole blue area is unstable – no matter what shade of blue. Albeit the arbitrary colour scale, different shades of red in the metastable region can be interpreted as a qualitative indicator for a preferred phase separation mechanism upon local composition fluctuations, i.e., the transition from nucleation-and-growth to spinodal decomposition.

The computation of spinodal curves and the stability diagram are useful to complement and interpret laboratory experiments. Unstable regions in the phase diagram are virtually inaccessible for experimental techniques as a phase separation will occur spontaneously in this region. Measurements of the spinodal curve are a difficult task as the metastable region has to be crossed. For gas/particle partitioning calculations, it is typically not necessary to compute the spinodal curves. For offline computations of well defined multicomponent mixtures, however, the spinodal indicates those regions in composition space, where no one-phase solution can exist. It is therefore a measure for the composition range (the metastable region) where hysteresis effects with respect to liquid-liquid phase separations might play a role.
2.7 Further ternary alcohol/polyol-water-salt phase diagrams

To demonstrate the described methods, we compute a number of phase diagrams of ternary alcohol/polyol-water-salt mixtures at room temperature. These examples include mixtures that were used to fit AIOMFAC interaction coefficients as well as mixtures for which no experimental data are available to compare with. We also make use of the group-contribution based predictive capability of AIOMFAC to calculate phase diagrams of multifunctional polyol-water-salt mixtures. The selection of systems in this section includes all ternary polyol-water-salt mixtures out of the multicomponent mixture described in Sect. 3.

Figure 6 shows the computed phase and stability diagrams in composition coordinates with corresponding equilibrium water activities plotted as contour lines. The mixtures presented in panels (a) H₂O+1-butanol+NaCl, (b) H₂O+ tert-butanol+Na₂SO₄, and (d) H₂O+1,6-hexanediol + (NH₄)₂SO₄ have phase separations in a certain composition range of the salt-free, binary alcohol-water solution. The more polar and hydrophilic an alcohol/polyol is, the smaller the miscibility gap. With its three hydroxyl groups and an O:C atomic ratio of 1:1, glycerol is a good example of a highly hydrophilic polyol. The H₂O+glycerol+(NH₄)₂SO₄ system shows a phase separation only at compositions where ammonium sulphate is already supersaturated with respect to its solid phase (Fig. 6c). For this specific ternary mixture two distinct LLE areas are also predicted. Similar ternary systems with different salts: H₂O+glycerol+NaCl, H₂O+glycerol+Na₂SO₄, H₂O+glycerol+NH₄NO₃, and H₂O+glycerol+NH₄Cl show only one binodal curve, although the H₂O+glycerol+Na₂SO₄ system shows two partially different spinodal curves that merge in the same miscibility gap. Given this information, the second miscibility gap of the H₂O+glycerol+(NH₄)₂SO₄ system is likely caused by –OH group –SO₄²⁻ interactions, but whether this is a model parametrization artefact or a real feature is unclear.

At a salt mole fraction of 0.4 in the water-free mixture, the water activities of the LLE onsets (binodal) for the systems of Fig. 6 are: (a) 0.96, (b) 0.94, (c) 0.74, (d)
0.97, (e) 0.96, and (f) 0.98. Thus, with the exception of the glycerol mixture, the model predicts phase separations at water activities as high as 0.95. Comparing these values with the typical tropospheric RH range, being often below 90% RH (e.g., Gaffen et al., 1992; Pierrehumbert et al., 2007), such mixtures would frequently exhibit liquid-liquid equilibria.

3 Gas/particle partitioning

3.1 General partitioning theory

We consider a thermodynamic system consisting of a gas phase \((g)\) and liquid or solid particulate matter phases, in which volatile and semivolatile compounds partition. One of the most prominent volatile species in the atmospheric aerosol is, of course, water, being present in the forms of water vapour and as liquid water or ice in aerosol particles. VLE and VLLE are equilibrium states established as a result of molecular gas/particle (vapour/liquid) partitioning. In this study, we focus on gas/particle partitioning involving liquid aqueous particles (gas/liquid partitioning). The gas/particle partitioning of each system component at thermodynamic equilibrium depends on a number of factors: temperature, total pressure, system volume, total amounts of the different chemical components in the system, pure component vapour pressures, and interactions in the gas and liquid phases (non-ideality). Regarding atmospheric aerosols, the basic problem is: Given the total amounts (moles or masses) of different chemical species in a defined volume of air (e.g., 1 m\(^3\)) at known ambient conditions (pressure, temperature, and RH), how do the different species partition between the PM (solid, liquid phases) and the gas phase? How many phases and of what compositions coexist at equilibrium?

A commonly used form to express the gas/particle partitioning of different semivolatile compounds in terms of their concentrations in both phases is (Yamasaki
et al., 1982; Pankow, 1994, 2003; Odum et al., 1996; Bowman and Melton, 2004):

\[ K_{j}^{\text{PM}} = \frac{F_{j}/\text{TPM}}{A_{j}} = \frac{RTf}{10^{6}M_{om}\gamma(\nu)\rho_{j}^{0}}. \]  

(21)

where \( K_{j}^{\text{PM}} \) is the particle/gas equilibrium “constant” (m\(^3\)µg\(^{-1}\)), \( F_{j} \) is the PM phase concentration of \( j \) (ng m\(^{-3}\)), TPM the total suspended PM mass (µg m\(^{-3}\)), \( A_{j} \) the gas phase concentration (ng m\(^{-3}\)), \( R \) (J K\(^{-1}\) mol\(^{-1}\)) is the universal gas constant, \( f \) the mass fraction of the absorbing phase in the TPM, and \( M_{om} \) (g mol\(^{-1}\)) the average molar mass of the absorbing organic (PM) phase. Assuming that the PM phase is a liquid mixture (an absorbing organic-inorganic solution), that the gas phase is an ideal gas mixture, using SI units and expressing Eq. (21) in terms of moles instead of mass, the molar (superscript \((n)\)) particle/gas equilibrium coefficient \( K_{j}^{\text{PM},(n)} \) is:

\[ K_{j}^{\text{PM},(n)} = \frac{\chi_{j}^{\text{PM}}}{\rho_{j}^{0}RT} = \frac{RT}{\gamma(\nu)\rho_{j}^{0}}. \]  

(22)

Pure compound saturation vapour pressures are a function only of temperature; thus, with the given assumptions, \( K_{j}^{\text{PM},(n)} \) is a function of temperature and the mixture non-ideality in terms of activity coefficients. For an ideal solution (\( \gamma(\nu) = 1 \)), \( K_{j}^{\text{PM},(n)} \) is just a function of temperature and therefore an intrinsic property of component \( j \). Donahue et al. (2006) introduced a modified version of Eq. (21) for the partitioning of organic aerosols by replacing \( K_{j}^{\text{PM}} \) with its (slightly modified) inverse, called the effective saturation concentration \( C_{j}^{\text{OA}^\ast} \) (µg m\(^{-3}\)):

\[ C_{j}^{\text{OA}^\ast} = \frac{C_{j}^{g}C_{\text{OA}}}{C_{j}^{\text{PM}}}. \]  

(23)
Here $C_j^g$ ($\mu g \, m^{-3}$) is the mass concentration of compound $j$ in the gas phase, $C_j^{PM}$ ($\mu g \, m^{-3}$) is its concentration in the condensed phase ($\mu g$ of $j$ in the PM per $m^3$ of air), and $C_{OA}$ ($\mu g \, m^{-3}$) the total organic aerosol particle concentration. $C_{OA}$ can be considered a normalisation term to reduce the variability of $C_{j,OA}^*$ with respect to dilution effects. The ratio of $C_j^{PM}/C_{OA}$ reduces the partitioning sensitivity of compound $j$ with respect to changes in total organic aerosol, as an increase of other organic material in the PM (enhancing $C_{OA}$), will reduce the PM concentration of $j$ and therefore force partitioning of compound $j$ into the PM to maintain equilibrium. Eq. (23) mainly aims at describing the gas/particle partitioning of semivolatile organics in the absence of inorganic electrolyte components. We modify slightly this gas/particle partitioning expression to include dissolved inorganics in the absorbing phase by generalizing Eq. (23) to

$$C_j^* = \frac{C_j^g \sum_k C_k^{PM}}{C_j^{PM}},$$  \hspace{1cm} (24)

where the sum goes over all species in the liquid mixture. Although organic compounds will tend to preferentially partition to the organic-rich phase in case of a phase separation, absorption into the aqueous electrolyte phase is an option as well, since the activity of an absorbed molecule is the same in both phases (at equilibrium conditions). Upon further absorption, LLE phase compositions adjust to keep the phases in equilibrium. It is therefore justified to consider the total liquid mixture as the absorbing phase. However, in case of a phase separation, the organic-rich phase is typically the outer phase enclosing the electrolyte-rich phase, so that absorption takes place directly to the organic phase (Ciobanu et al., 2009). If no inorganics are present, or the water content of a primarily (hydrophobic) organic aerosol particle is negligible, Eq. (24) reduces to Eq. (23).
3.2 Calculating gas/particle partitioning

Our approach to calculate gas/particle partitioning in the presence of multiple condensed phases follows for the most part the framework of Pankow (2003). However, we prefer the use of molar amounts and mole fractions instead of compound masses. Figure 7 outlines the modules of the gas/particle partitioning model. Basically, two interconnected boxes describe the gas phase and the PM phase in terms of number of moles of the different chemical components at given temperature and RH. If a liquid-liquid equilibrium is the stable PM state, the phase is further divided into two coexisting phases. In such cases, compositions and sizes of PM phases $\alpha$ and $\beta$ are calculated using the LLE algorithm described in Sect. 2.4. The gas phase is treated as an ideal gas mixture of given volume $V_g$ (typically: $V_g = 1\,\text{m}^3$). For systems at atmospheric pressures, this is a common and justifiable simplification (Seinfeld and Pandis, 1998), leaving all non-ideality effects to the particle phase. The PM is treated as a liquid bulk mixture in which non-ideality is considered in terms of activity coefficients, here calculated using AIOMFAC. PM phase non-ideality, the potential for phase separations, and the interconnection between the different phases make this system highly nonlinear and fully coupled. That is, if the molar amount of one species in one of the phases changes, there is an impact on every other species and on all other phases. Thus, to compute the equilibrium system, an iterative procedure is necessary. Given the total system amount of the chemical components, $n_j^t, j \neq w$, $T$, and RH, each iteration loop consists of the following steps:

1. $r_j^{PM} = \frac{n_j^{PM}}{n_j^n}$: set vector of all components (except water) gas/particle partitioning ratios to calculate $n_j^{PM}$. For water, $x_w^{PM}$ is set and $n_w^{PM}$ is calculated from $x_w^{PM}$ and $n_j^{PM}$ of all other species.

2. $x_j^{PM} = \frac{n_j^{PM}}{\sum_{j'} n_j^{PM}}$: calculate PM mole fractions of all ($j = 1, \ldots, k$) components.
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(3) \( \gamma_j^{(x)} = \text{AIOMFAC}(T, x_1^{\text{PM}}, x_2^{\text{PM}}, \ldots, x_k^{\text{PM}}) \): use AIOMFAC model to calculate activity coefficients at current composition.

(4) Use Gibbs energy minimization algorithm with AIOMFAC to check for LLE. If phase separation occurs, calculate compositions of phases \( \alpha \) and \( \beta \) and the corresponding activity coefficients.

(5) \( a_j^{(x)} = x_j^{\text{PM}} \gamma_j^{(x)} \text{ or } a_j^{(x)} = x_j^{\alpha} \gamma_j^{(x), \alpha}, a_j^{(x)} = x_j^{\beta} \gamma_j^{(x), \beta} \): AIOMFAC activities in the solution.

(6) \( p_j = p_j^0 a_j^{(x)} \): use modified Raoult’s law to calculate corresponding partial pressures.

(7) \( n_j^g = p_j^0 \frac{\nu_j^g}{RT} \): use ideal gas law for mixtures to calculate gas-phase molar amounts in equilibrium with the liquid mixture.

(8) \( \Delta n_j = n_j^t - (n_j^{\text{PM}} + n_j^g) \): deviations \( \Delta n_j \) of the calculated total amounts \( n_j^{\text{PM}} + n_j^g \) from the given total amounts \( n_j^t \) of all components except for water, where \( \Delta a_w = a_w^{(x)} - \text{RH} \) is calculated.

This iteration procedure is repeated until a closure between steps (1) and (8) is found, i.e., all \( \Delta n_j, j \neq w = 0 \) and \( \Delta a_w = 0 \). Similarly to the LLE computation, we use a combination of the Differential Evolution method to minimize the objective function \( F_{\text{obj}} = \sum_{j, j \neq w} \Delta n_j^2 + \Delta a_w^2 \) and – to advance convergence to the root – the Levenberg-Marquardt algorithm by solving the system of equations in step (8) as a function of the set of \( r_j^{\text{PM}} \) partitioning ratios. The Gibbs minimization check for the potential existence of a LLE requires an additional, computationally expensive iteration in the loop of the gas/particle partitioning iteration procedure. Therefore, a sophisticated optimization algorithm is crucial. To reduce the number of gas/particle partitioning iterations, we calculate the system at first for an ideal liquid mixture. The \( r_j^{\text{PM}} \) values determining the ideal mixture are then introduced as an initial guess for the subsequent computation of...
a forced one-phase PM mixture. The combined information from the ideal and the one-phase solutions are then used as initial $r_j^{\text{PM}}$ values and to estimate the range of possible $r_j^{\text{PM}}$ values for the equilibrium PM mixture calculations. Note that the thermodynamic system is only semi-closed, as the ambient RH is fixed, not the total amount of water. As a consequence of this, a normalized molar Gibbs energy (Eq. 16), e.g., for 1 mol mixture, has to be used to determine the PM state in the LLE computation, rather than using the extensive expression of Gibbs energy (Eq. 15), which depends on the total amount of water.

The partial pressure calculation using modified Raoult's law in step (6) requires knowledge of the pure liquid compound vapour pressures $p_j^\circ$ at $T$. For common volatile compounds, parametrizations such as the Antoine equation can be used to quite accurately describe $p_j^\circ$ at atmospheric temperatures. However, for many semivolatile, multifunctional species, no vapour pressure measurements or Antoine coefficients are available. Therefore, vapour pressure estimation methods based on molecular structures and boiling point temperatures (if available) are often the only way to obtain $p_j^\circ$ for such semivolatile compounds. This constitutes one of the major sources of uncertainty in gas/particle partitioning computations (Camredon and Aumont, 2006; Clegg et al., 2008; Hallquist et al., 2009; Barley and McFiggans, 2010).

Besides the described gas/particle partitioning mode (i) with given $T$, RH, and $n_{j,j\neq w}^t$, we implement also two other modes to calculate the gas/particle partitioning: (ii) given $T$, RH, and water-free PM composition in terms of $n_{j,j\neq w}^{\text{PM}}$, and (iii) given $T$ and $n_j^t$ (including water), leaving RH as a variable of the closed system. For atmospheric aerosol applications, modes (i) and (ii) are more relevant.
4 Gas/particle partitioning of a six-component mixture

4.1 System definition

The computation of gas/particle partitioning is applied to a six-component organic-inorganic mixture at room temperature. The six components are water, glycerol, 1,6-hexanediol, 1,2,5,8-octanetetrol, 1,2,10-decanetriol, and (NH₄)₂SO₄. This system of water, ammonium sulphate, and four polyols is chosen because AIOMFAC is able to explicitly treat organic-inorganic interactions of alcohols/polyols with ammonium sulphate; other functional group-salt interactions are the subject of ongoing work with AIOMFAC. Furthermore, the polyols represent compounds of different degrees of hydrophilicity (water solubility), as well as different saturation vapour pressures, covering a range of \( C^*_j \) values attributed to organic compounds of lower and intermediate volatility. This simulation aims at demonstrating the general effects on gas/particle partitioning of semivolatile organic compounds, which is of importance for understanding the behaviour of aerosol systems more related to actual atmospheric cases.

Table 1 lists a selection of physical properties of the six compounds. While the pure compound vapour pressures of water, glycerol, and 1,6-hexanediol are based on measurements and therefore assumed accurate, no measurements are available for 1,2,5,8-octanetetrol and 1,2,10-decanetriol. For this reason, we use the molecular structure-based vapour pressure estimation methods accessible at the Extended AIM Aerosol Thermodynamics Model (E-AIM) website (Clegg et al., 2008) (http://www.aim.env.uea.ac.uk/aim/aim.php). That is: boiling point estimation by Nannoolal et al. (2004) and \( p^*_j \) estimation method of Moller et al. (2008) (method 1).

A semi-closed system of six components at constant temperature and gas-phase volume is 6-dimensional, with five degrees of freedom regarding mixture compositions. According to Eq. (22), the equilibrium partitioning varies with composition. In this example we will not discuss effects of all possible configurations in composition; rather, we have chosen a system of constant water-free total composition (mode i). We set the total molar amounts of each of the four organics in a volume...
$V^g = 1 \text{m}^3$ to $n^t_{\text{org}} = 3.0 \times 10^{-8} \text{ mol (30 nmol)}$ and the amount of ammonium sulphate to $n^t_{(\text{NH}_4)_2\text{SO}_4} = 1.0 \times 10^{-8} \text{ mol}$. This overall system composition produces PM mass concentrations comparable to ambient measurements in minor to moderately polluted air. A mixture of six components could, in principle, lead to more than two liquid phases at equilibrium, but, from the point of view of practicality, an aqueous electrolyte phase and an (aqueous) organic phase are assumed to be the most prevalent liquid phases for multiphase atmospheric aerosols. Therefore, following Chang and Pankow (2006), we call the model calculations in which two liquid phases are allowed to coexist the equilibrium (equil.) case and in which only a single liquid phase containing all PM components is considered, the one-phase (1-ph.) case. Note also that in both cases the formation of solid inorganic or organic phases is not considered in order to allow supersaturated conditions.

By varying RH in the range of 20% to 99%, effects on the gas/particle partitioning of the organics are calculated. Additionally, the implications of liquid-liquid phase separation in comparison with a forced one-phase solution are studied.

### 4.2 RH-dependent phase compositions

Figure 8 shows the computed (water-free) mole fraction composition of the gas phase and corresponding compositions (including water) of the PM phases $\alpha$ and $\beta$ over the RH range considered. The resolution of the computation is 2% RH, with the exception of the prediction at 99% RH. Starting at the highest RH, the onset of liquid-liquid phase equilibrium occurs at a RH between 98% and 96%. At 98% RH and above, the compositions of phases $\alpha$ and $\beta$ are identical, meaning that there exists no phase separation, and the discrimination into the two phases in the graphical representation is artificial. In comparison, the corresponding salt-free five-component system does not show liquid-liquid phase separation at all. Hence, the strong ion-organic functional group interactions (salting-out effect) are responsible for the liquid-liquid phase separation. At 90% RH, the phase separation is already quite complete with less than
0.5% of the organic mass remaining in the aqueous-electrolyte phase, while still around 2% of the \((\text{NH}_4)_2\text{SO}_4\) mass is found in the organic-rich phase, as phase \(\beta\) has still a high water content and is about twice the size of phase \(\alpha\) at this RH. The organic fraction in the PM is dominated by the larger polyols, 1,2,5,8-octanetetrol and 1,2,10-decanetriol, especially at RH below 90%, while 1,6-hexanediol, and for the most part also glycerol, partition predominantly to the gas phase. The onset RH of the liquid-liquid phase separation compares well with that of 1,2,5,8-octanetetrol in the ternary water + 1,2,5,8-octanetetrol + \((\text{NH}_4)_2\text{SO}_4\) mixture at the same salt content, shown in Fig. 6, and is slightly lower than the phase separation onset in the ternary water + 1,2,10-decanetriol + \((\text{NH}_4)_2\text{SO}_4\) system. Multiple organic compounds of different hydrophilicity in the solution might therefore lead to a lower onset of the liquid-liquid phase separation at the same ionic concentrations as compared to the highest LLE onset-RH for the corresponding ternary water + polyol + salt systems.

### 4.3 Compound-specific LLE and RH effects on gas/particle partitioning

Figure 9 shows the individual gas/particle partitioning of the organics in terms of effective saturation concentrations \(C_j^*\) and the different gas and particle phase terms of Eq. (24). Note that the abscissa label “equil. RH” refers to the RH in equilibrium with the liquid mixture water activity – regardless of whether the liquid mixture is a forced one-phase or the equilibrium case. The six-component system spans a range of organic \(C_j^*\) values from \(6 \times 10^{-1}\) up to \(10^4\ \mu\text{g m}^{-3}\). This \(C_j^*\) range, along with an overall O:C ratio of about 0.44 for the organic mixture in the PM, corresponds to the area attributed to organic compounds of intermediate volatility, IVOCs, (1,6-hexanediol) and semivolatile organic compounds, SVOCs, (glycerol, 1,2,5,8-octanetetrol and 1,2,10-decanetriol) in the 2-D volatility framework of Jimenez et al. (2009). The calculated O:C ratio is also in good agreement with a mean O:C ratio of 0.46 and a range from 0.3 to 0.9, that was reported by Russell et al. (2009) based on FTIR measurements during the TexAQS/GoMCCS project. The resulting \(C_j^*\) values cover also the range of typical surrogate compounds, for example, those used by Shrivastava et al. (2006)
for modelling the partitioning of wood smoke and diesel combustion emissions. For comparisons of the differences concerning the non-ideality treatment in the PM, the gas/particle partitioning results of the equilibrium, the one-phase, and the ideal liquid mixture calculations are shown. Comparing one-phase and equilibrium calculations, $C_j^*$ values of the different organics show a compound-specific partitioning behaviour. The gas/particle partitioning in the case of an ideal liquid mixture is controlled solely by the pure compound vapour pressures. While 1,6-hexanediol and 1,2,10-decanetriol partition more to the gas phase in the one-phase case (below 96% RH), glycerol and 1,2,5,8-octanetetrol show the opposite behaviour. The explanation for the different partitioning behaviour is a result of the difference in hydrophilicity of the compounds, which is also reflected in the different O:C ratios. Water-soluble oxygenated organic aerosol (OOA) components feature typically O:C ratios in the range between 1,2,5,8-octanetetrol and glycerol (Jimenez et al., 2009).

Table 2 lists $C_j^*$ values of the organics at a selection of RH values in the calculated range. While the absolute values of the $C_j^*$ are highly compound specific, the ratios of maximum($C_j^*$)/minimum($C_j^*$) values (max/min), in the considered RH range, are comparable for the different compounds, as shown in Table 3. The magnitude of this ratio represents the RH-dependency of $C_j^*$ for a specific compound. In the ideal case, a factor of 7.2 in $C_j^*$ max/min variation is found for all compounds. The max/min ratios in the one-phase and equilibrium cases are on the same order as the ideal case ratio or smaller ($C_j^*$ max/min ratios of 1.6 to 7.6), with the exception of glycerol, where in the equilibrium case a max/min factor of 23.3 shows a much higher dependency on RH.

It is of interest to compare the definition of $C_j^*$, which includes water and other inorganics in the absorbing phase normalisation term (Eq. 24), with the $C_j^*$ values based solely on the absorption into the organic phase, denoted here as $C_{j,\text{OA}}^*$ (Eq. 23). The latter is used in the volatility basis set (VBS) method for describing gas/particle partitioning of (unresolved) organic compounds (Donahue et al., 2006; Robinson et al., 2007). Table 3 compares the max/min ratios for the two different $C_j^*$ definitions.
considering the RH range from 20% to 99%. Overall, the variability of $C^{*\text{OA}}_j$ values is higher than that of $C^*_j$, in case of the hydrophilic compounds by an order of magnitude. Concerning less hydrophilic organics, the difference in the ratios is about a factor of 2 to 7 for the equilibrium and one-phase cases. In the case of an ideal mixture, the max/min ratio of $C^{*\text{OA}}_j$ is at 77.9 about 10 times larger than the ratio of 7.2 for $C^*_j$. In case of a LLE, it makes sense to normalise the absorption into an organic phase by the total amount of OA. At RH above 90%, however, water is highly abundant in mixed organic-inorganic aerosols, and absorption occurs mainly into an aqueous organic solvent mixture rather than into a hydrophobic organic solution, especially when no LLE is present. Thus, at such high RH conditions, water needs to be included in the normalisation term. The predicted dependency of hydrophilic organic PM on RH at elevated levels (RH > 70%) is qualitatively in good agreement with the experimental findings of Hennigan et al. (2008) for water soluble organics. Smog chamber experiments on secondary organic aerosol from $\alpha$-pinene+O$_3$ oxidation products show only modest mass increase at enhanced humidity (Prisle et al., 2010). This modest RH-dependency is consistent with our equilibrium case prediction for less hydrophilic organics. Hence, the degree of RH-dependency varies from system to system governed by the hydrophilicity distribution of the organic aerosol compounds. Comparison of the two effective saturation concentration definitions shows that including the inorganics reduces the variability significantly. As chemical transport models use constant $C^*_j$ partitioning parameters for lumped organic species or with the VBS method, it is expedient to choose an expression for $C^*_j$ with a low RH dependency.

Panel (c) of Fig. 9, and more clearly Fig. 10b, shows that the predicted PM water content is higher in the one-phase case than in the equilibrium case. This is true for the entire RH range in which the one-phase and equilibrium cases differ. Along with a higher water content in the one-phase case, more of the hydrophilic glycerol and 1,2,5,8-octanetetrol are predicted to be dissolved in the PM, while for the less hydrophilic species the salting-out effect caused by the dissolved ammonium and sulphate ions dominates and leads to a partitioning favouring the gas phase. For the
hydrophilic organics, water acts like a moderating solvent between dissolved ions and the organic functional groups (hydration effect). With the given total system composition, panel (c) of Fig. 9 shows that above 40% RH, the LLE leads to a higher water-free PM mass than the one-phase case. However, treating the condensed phase as an ideal solution produces even higher amounts of PM, as the contributions of 1,6-hexanediol and 1,2,10-decanetriol to the PM are highly increased. Increasing the total system amount of rather hydrophilic compounds with O:C ratios around and above 0.5 (glycerol, 1,2,5,8-octanetetrol) can even cause a decrease in PM mass due to liquid-liquid phase separation, as compared to a one-phase aerosol. We performed calculations that show such behaviour for different compositions. It is also the case for the six-component mixture at relative humidities below 40%.

Despite the common assumption that phase separation leads to an increase in organic PM due to increased partitioning of hydrophobic organics to the organic-rich phase, the present calculations clearly show that, along with a decreasing PM water content, hydrophilic species partition preferentially to the gas phase and that the net effect of both opposing trends determines the phase separation effect on the total PM as a function of the system composition. Table 4 presents the water-free PM mass concentrations that are calculated for the three different cases at a number of relative humidities. Considering the whole RH range, the ideal mixture PM mass is 7% to 33% higher than in the equilibrium case. Comparing one-phase and equilibrium cases, the deviations range from −7% to +17% in PM mass. Increasing the salt content of the system can lead to much higher deviations in PM, especially once the majority of organic compounds are salted-out to the gas phase in the one-phase case.

Figure 10a represents the gas/particle partitioning in terms of the molar PM phase fraction \( \frac{r_{PM}}{j} \). The strong RH dependency of the hydrophilic glycerol reflects the nonlinear decrease in PM water content with decreasing RH. Despite the similar pure compound vapour pressures of 1,6-hexanediol and glycerol, the difference in hydrophilicity makes glycerol a semivolatile compound (at least above 60% RH). Figures 9 and 10 show that the decrease in total PM with decreasing RH is caused mainly by increased
partitioning of the hydrophilic organics to the gas phase due to the loss in PM water. Along with that direct RH effect, the shrinking organic-rich phase leads as well to a decrease in the less hydrophilic organics while the overall O:C ratio stays almost constant. As hydrophilic organics are still a better solvent than water for the less hydrophilic (and hydrophobic) organics, partitioning of less hydrophilic compounds depends more on the amount of the other organics than on the water content. Therefore, partitioning of less hydrophilic compounds is indirectly influenced by changes in RH. The steep increase in PM water content above 90% RH predominantly affects the uptake of the more hydrophilic compounds leading to an overall higher O:C ratio in the PM mixture. But again, this also indirectly enhances the PM amount of the less hydrophilic compounds, 1,6-hexanediol and 1,2,10-decanetriol.

Overall PM mole fractions of ammonium sulphate shown in Fig. 10b exhibit an increase with decreasing RH. In the equilibrium case, this overall PM mole fraction calculation includes also the virtually salt-free PM phase $\beta$. Consequently, the increase of ammonium sulphate mole fraction in phase $\alpha$ alone is even higher than the curve suggests. The lower overall salt mole fractions in the one-phase case below 40% RH is consistent with the higher total PM mass in the one-phase case at those relative humidities. Compared to the ideal case, the water content at RH<$80\%$ in both the forced one-phase and the equilibrium calculations is significantly higher. The non-ideality in the mixture, especially the salting-out effect of the ions on the organics, is moderated by water as a common solvent. This is the reason why the PM water content is higher when non-ideality is considered, as the salting-out interactions indirectly also affect water activity. This explains the almost constant difference in $x_{\text{H}_2\text{O}}^{\text{PM}}$ between the one-phase and the equilibrium calculations: more water is needed to maintain equilibrium at a given RH in the one-phase case, as the ion-organic interactions are not moderated by a phase separation.
5 Conclusions

Motivated by various applications of thermodynamic phase separation calculations for complementing or simulating laboratory systems and LLE effects on gas/particle partitioning of aerosols, a LLE and gas/particle partitioning model is developed. Based on the non-ideality treatment using the AIOMFAC model, this thermodynamically consistent modelling framework enables the reliable computation of phase separations in binary, ternary, and multicomponent organic-inorganic mixtures. The group-contribution concept provides the capability for simulating organic-inorganic mixtures, consisting of the functional groups and ions parametrized in AIOMFAC. The phase separation and gas/particle partitioning modules can also be linked to other activity coefficient models.

A further capability of the model is the possibility to calculate thermodynamic properties such as system stability in regions of the phase diagram that are important for natural or technical aerosols but virtually inaccessible experimentally. With regard to the presented model approach, a next step involves amending the AIOMFAC model by further functional groups, such as carboxyl, carbonyl, ester, and aromatic groups.

The phase diagram calculations presented here for alcohol/polyol-water-salt mixtures suggest that liquid-liquid phase equilibria are a prevalent feature of mixed organic-inorganic aerosol systems owing to strong ion-organic functional group interactions. Depending on the salt-concentration and hydrophilicity of the organics, phase separations can occur at relative humidities even above 90%.

Gas/particle partitioning theory allows computation of the nonlinear coupling of all species and phases in a gas-aerosol system. Using a six-component polyol-water-ammonium sulphate test system, calculations clearly show that the individual partitioning behaviour of organic compounds is affected by the presence of a liquid-liquid phase separation. RH, salt concentration, and hydrophilicity (water-solubility) play a major role in defining the region of a miscibility gap and govern the extent to which compound partitioning is affected by changes in RH. The six-component system further indicates that changes in water concentration directly affect the gas/particle partitioning
of hydrophilic organics, which in turn influence the partitioning of less hydrophilic compounds. In this way, the impact from changes in RH is passed from hydrophilic on to hydrophobic compounds in a cascade-like manner. This could be an important process for tropospheric aerosols where a complex mixture of organics ranging from hydrophilic to hydrophobic compounds is likely present in the same phase. Jimenez et al. (2009) suggest that the O:C atomic ratio of organic compounds can be used as a proxy for hygroscopicity/hydrophilicity. This is corroborated by results for the six-component polyol-water-ammonium sulphate system.

In contrast to the view that liquid-liquid phase separation leads to enhanced partitioning of organics to the particulate phase, in comparison to a one-phase assumption, this study shows that either an increase or decrease of the PM mass is possible, depending on the overall composition of the system and the PM water content.

In consideration of the gas/particle partitioning predictions for the six-component polyol-water-ammonium sulphate system, neglecting non-ideality in the liquid particulate phase leads to an overestimation of total PM mass of up to 30%. Apart from the effect on total PM, assuming an ideal mixture leads also to the prediction of a different PM composition. Individual organic compounds partition in the ideal case only as a function of their pure compound vapour pressures and the vapour pressures of the other semivolatile components, ignoring the demonstrated effect of compound-specific hydrophilicity. Hence, treating the aerosol phase as an ideal liquid mixture in chemical transport models will also affect reaction yields of simulated liquid-phase chemistry. Furthermore, if potential liquid-liquid phase separation is not taken into account, a forced one-phase solution might spuriously lead to an externally mixed aerosol or a gas-phase enrichment.

The complexity of a detailed gas/particle partitioning description is accompanied by computational demands. Implementation of the gas/particle partitioning model into chemical transport models will lead to high computational costs. The rigorous thermodynamic model is suited as a benchmark model for constructing computationally less expensive, simplified complexity approaches. Furthermore, the model is well-suited to
simulate and interpret laboratory experiments.

As an outcome of the six-component system simulation, a modified $C_j^*$ definition including water and other inorganics in the absorbing phase (Eq. 24) is preferred for implementation in chemical transport models. With no additional computational costs, this $C_j^*$ definition reduces the RH-dependency of the gas/particle partitioning of semivolatile organics in organic-inorganic aerosols by an order of magnitude as compared to $C_{j,OA}^*$, which considers the organic species only (Donahue et al., 2006). Using the proposed $C_j^*$ expression for temperature dependent compound- or surrogate-specific coefficients in simplified partitioning descriptions should significantly improve the gas/particle partitioning representation with respect to changes in relative humidity.

Despite advances in measurement techniques, because of the variety and chemical complexity of the atmospheric organic aerosol, a major fraction of the ambient aerosol is unresolved. This represents a challenge for modelling the gas/particle partitioning of actual aerosol systems. In an attempt to close this gap between technically measurable quantities and a thermodynamically consistent description of the atmospheric aerosol, future work is required to integrate the type of data available from different aerosol instruments. This includes a representation of measured volatility distributions, the mapping of information from AMS spectra, such as O:C ratios, covering the range of typical functional groups reported by FTIR analysis, and predicting consistent gas- and particle-phase concentrations, all in a unifying framework.

Appendix A

Global optimization method

We use the Differential Evolution (DE) algorithm by Storn and Price (1997), a simple, efficient and robust method for global optimization. The DE code is available in various programming languages at: http://www.icsi.berkeley.edu/~storn/code.html. As the Differential Evolution method is an evolution strategy type of a probabilistic optimization
algorithm, it does not need first and second derivatives of the objective function to be computed during optimization. On the other hand, often a large number of objective function evaluations are essential for convergence, which can be computationally expensive. The DE method has been shown to be very successful in escaping from local minima and also not highly sensitive to specific optimization parameter settings or a good initial guess, making it robust and useful for the optimization of multidimensional problems (e.g., Srinivas and Rangaiah, 2007). Based on the Fortran90 Differential Evolution version by Feng-Sheng Wang (available from the website above), we applied in our DE code some modifications to speed up phase equilibria calculations. Following the idea of Tvrdik (2006), convergence speed and robustness were improved using competitive parameter settings for the DE parameters $F$ and $CR$. We implemented the strategy called DEBEST by Tvrdik (2006) with a mutant vector composed of the 25 different combinations from the parameter sets $F = [0.3, 0.5, 0.8, 0.9, 1.0]$ and $CR = [0.1, 0.3, 0.5, 0.8, 1.0]$. The DE algorithm is terminated when a number of $\dim \times ntc$ iterations resulted in no further improvement of the objective function. Here $\dim$ denotes the number of dimensions (number of components) and $ntc$, a termination criterion. The algorithm is run in two modes: (i) a quick mode with $ntc = 6$ was set up for fast computations with a DE population size of $N_{\text{pop}} = \text{MIN}(12 \times \dim, 200)$ and (ii) a more robust, but slower high precision mode with $ntc = 18$ and $N_{\text{pop}} = \text{MIN}(60 \times \dim, 300)$.

In addition to the Differential Evolution algorithm we use the modified Powell hybrid method and the Levenberg-Marquardt method from the Fortran MINPACK library (Moré et al., 1980, 1984) for solving systems of nonlinear equations. The system of nonlinear equations is in this case the set of isoactivity conditions for the two liquid phases, Eq. (9), as a function of $q_j^\alpha$. The MINPACK methods converge much faster to a minimum (or root) than DE, but they only find the local minimum close to the initial guess. They also inherently converge to a trivial solution when no better two-phase system solution is “downhill” nearby. When the DE algorithm in quick mode finds a two-phase equilibrium, due to the quick mode termination criterion, DE often stops before fully converging to the global Gibbs energy minimum. Therefore, we use Powell’s hybrid
method and the Levenberg-Marquardt algorithm to further improve the solution found upon DE termination. With this algorithm combination, the global minimum of Gibbs energy is most often found with Eq. (9) fulfilled to machine precision ($\approx 10^{-15}$) while running DE in quick mode. However, to reliably detect the onset of the phase separation (the binodal curve), we use a combination with the high precision mode as described in Sect. 2.4.1.
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Table 1. Pure compound physical properties of the six components used in the gas/particle partitioning example.

<table>
<thead>
<tr>
<th>compound</th>
<th>chemical formula</th>
<th>$M$ (kg mol$^{-1}$)</th>
<th>$p^*(298 K)$ (Pa)$^a$</th>
<th>$T_b$ (K)$^b$</th>
<th>O:C ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>H$_2$O</td>
<td>1.80153E-02</td>
<td>3168.49</td>
<td>373</td>
<td>–</td>
</tr>
<tr>
<td>glycerol</td>
<td>C$_3$H$_5$(OH)$_3$</td>
<td>9.20940E-02</td>
<td>2.284E-02</td>
<td>588</td>
<td>1.0</td>
</tr>
<tr>
<td>1,6-hexanediol</td>
<td>C$<em>6$H$</em>{12}$(OH)$_2$</td>
<td>1.18172E-01</td>
<td>5.695E-02</td>
<td>525</td>
<td>0.33333</td>
</tr>
<tr>
<td>1,2,5,8-octanetetrol</td>
<td>C$<em>8$H$</em>{14}$(OH)$_4$</td>
<td>1.78224E-01</td>
<td>6.725E-05</td>
<td>640</td>
<td>0.5</td>
</tr>
<tr>
<td>1,2,10-decanetriol</td>
<td>C$<em>{10}$H$</em>{19}$(OH)$_3$</td>
<td>1.90276E-01</td>
<td>1.826E-04</td>
<td>622</td>
<td>0.3</td>
</tr>
<tr>
<td>ammonium sulphate</td>
<td>(NH$_4$)$_2$SO$_4$</td>
<td>1.32139E-01</td>
<td>(0.0)</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

$^a$ $p^*(298 K)$ data references: water and glycerol using Antoine equation with parameters from Dykyj et al. (2000); 1,6-hexanediol calculated from VonNiederhausern et al. (2006) using extrapolation to subcooled liquid vapour pressure with the given Riedel parametrization; 1,2,5,8-octanetetrol and 1,2,10-decanetriol calculated using the vapour pressure estimators from Extended AIM Aerosol Thermodynamics Model (E-AIM) website (Clegg et al., 2008) (http://www.aim.env.uea.ac.uk/aim/aim.php) by method 1: boiling point by Nannoolal et al. (2004) and $p^*$ estimation method of Moller et al. (2008). Number of digits does not represent accuracy of measurement/estimation.

$^b$ $T_b$(101325 Pa) data references: water and glycerol from Speight (2005); 1,6-hexanediol from VonNiederhausern et al. (2006); 1,2,5,8-octanetetrol and 1,2,10-decanetriol as in $^a$ (Nannoolal et al., 2004).
Table 2. Variations of $C^*$ as a function of RH for an ideal, forced one-phase, and equilibrium PM solution of the organic compounds in the six-component system.

<table>
<thead>
<tr>
<th>RH (%)</th>
<th>$C^*(1,6$-hexanediol) ($\mu g\ m^{-3}$)</th>
<th>$C^*(glycerol)$ ($\mu g\ m^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ideal</td>
<td>1-phase</td>
</tr>
<tr>
<td>99</td>
<td>445.9</td>
<td>11455.5</td>
</tr>
<tr>
<td>90</td>
<td>769.7</td>
<td>5769.7</td>
</tr>
<tr>
<td>80</td>
<td>1129.8</td>
<td>4943.8</td>
</tr>
<tr>
<td>70</td>
<td>1486.8</td>
<td>4820.2</td>
</tr>
<tr>
<td>60</td>
<td>1840.4</td>
<td>4872.9</td>
</tr>
<tr>
<td>50</td>
<td>2190.5</td>
<td>4960.4</td>
</tr>
<tr>
<td>40</td>
<td>2536.7</td>
<td>5017.2</td>
</tr>
<tr>
<td>30</td>
<td>2879.0</td>
<td>5012.5</td>
</tr>
<tr>
<td>20</td>
<td>3217.2</td>
<td>4944.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RH (%)</th>
<th>$C^*(1,2,10$-decanetriol) ($\mu g\ m^{-3}$)</th>
<th>$C^*(1,2,5,8$-octanetetrol) ($\mu g\ m^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ideal</td>
<td>1-phase</td>
</tr>
<tr>
<td>99</td>
<td>1.43</td>
<td>21.57</td>
</tr>
<tr>
<td>90</td>
<td>2.47</td>
<td>15.17</td>
</tr>
<tr>
<td>80</td>
<td>3.62</td>
<td>15.70</td>
</tr>
<tr>
<td>70</td>
<td>4.77</td>
<td>17.44</td>
</tr>
<tr>
<td>60</td>
<td>5.90</td>
<td>19.54</td>
</tr>
<tr>
<td>50</td>
<td>7.02</td>
<td>21.60</td>
</tr>
<tr>
<td>40</td>
<td>8.13</td>
<td>23.29</td>
</tr>
<tr>
<td>30</td>
<td>9.23</td>
<td>24.35</td>
</tr>
<tr>
<td>20</td>
<td>10.32</td>
<td>24.71</td>
</tr>
</tbody>
</table>
Table 3. Ratios of the maximum/minimum values of $C_{\text{OA}}^*$ and of $C_j^*$, calculated from Eqs. (23) and (24), respectively, in the RH range from 20% to 99%. The max/min ratios represent the RH-dependency of the two different $C_j^*$ equilibrium coefficient definitions in the considered range.

<table>
<thead>
<tr>
<th>organic compound</th>
<th>$C_{\text{OA}}^*$ max/min ratio</th>
<th>$C^*$ max/min ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ideal</td>
<td>1-phase</td>
</tr>
<tr>
<td>1,6-hexanediol</td>
<td>77.9</td>
<td>5.2</td>
</tr>
<tr>
<td>glycerol</td>
<td>77.9</td>
<td>77.0</td>
</tr>
<tr>
<td>1,2,10-decanetriol</td>
<td>77.9</td>
<td>13.7</td>
</tr>
<tr>
<td>1,2,5,8-octanetetrol</td>
<td>77.9</td>
<td>45.9</td>
</tr>
</tbody>
</table>
Table 4. Comparison of the water-free PM mass concentrations resulting for an ideal, forced one-phase, and equilibrium PM solution of the six-component system.

<table>
<thead>
<tr>
<th>RH (%)</th>
<th>ideal&lt;sup&gt;a&lt;/sup&gt; (µg m&lt;sup&gt;-3&lt;/sup&gt;)</th>
<th>1-phase&lt;sup&gt;a&lt;/sup&gt; (µg m&lt;sup&gt;-3&lt;/sup&gt;)</th>
<th>equilib. total PM (µg m&lt;sup&gt;-3&lt;/sup&gt;)</th>
<th>equilib. phase α (µg m&lt;sup&gt;-3&lt;/sup&gt;)</th>
<th>equilib. phase β (µg m&lt;sup&gt;-3&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>99</td>
<td>14.733 (+7.4%)</td>
<td>13.714 (0.0%)</td>
<td>13.714</td>
<td>6.857</td>
<td>6.857</td>
</tr>
<tr>
<td>90</td>
<td>11.918 (+11.0%)</td>
<td>10.253 (-4.5%)</td>
<td>10.739</td>
<td>1.320</td>
<td>9.419</td>
</tr>
<tr>
<td>80</td>
<td>11.018 (+11.3%)</td>
<td>9.228 (-6.8%)</td>
<td>9.897</td>
<td>1.311</td>
<td>8.587</td>
</tr>
<tr>
<td>70</td>
<td>10.263 (+12.2%)</td>
<td>8.487 (-7.2%)</td>
<td>9.145</td>
<td>1.313</td>
<td>7.832</td>
</tr>
<tr>
<td>60</td>
<td>9.576 (+13.9%)</td>
<td>7.867 (-6.5%)</td>
<td>8.409</td>
<td>1.314</td>
<td>7.095</td>
</tr>
<tr>
<td>50</td>
<td>8.940 (+16.5%)</td>
<td>7.349 (-4.3%)</td>
<td>7.676</td>
<td>1.316</td>
<td>6.361</td>
</tr>
<tr>
<td>40</td>
<td>8.349 (+20.2%)</td>
<td>6.936 (-0.1%)</td>
<td>6.944</td>
<td>1.317</td>
<td>5.628</td>
</tr>
<tr>
<td>30</td>
<td>7.801 (+25.5%)</td>
<td>6.627 (+6.6%)</td>
<td>6.214</td>
<td>1.318</td>
<td>4.897</td>
</tr>
<tr>
<td>20</td>
<td>7.292 (+32.9%)</td>
<td>6.409 (+16.8%)</td>
<td>5.488</td>
<td>1.318</td>
<td>4.170</td>
</tr>
</tbody>
</table>

<sup>a</sup> In brackets the relative deviation of the total water-free PM mass with respect to the corresponding equilibrium case.
**Fig. 1.** (a) Illustration of the case differentiation to diagnose a potential liquid-liquid phase separation. (b) Simplified algorithm to compute the phase compositions of a two-phase system at equilibrium. AIOMFAC is called to calculate the activities in the phases. A global optimization algorithm is used to find the global minimum of $G^{*,PM}$. (c) Schematic phase diagram showing binodal and spinodal curves of a LLE and the stability of the different regions with respect to a one-phase state.
Fig. 2. Phase diagram of the ternary 2-propanol-water-NaCl system at room temperature (298 K). LLE phase composition measurements by De Santis et al. (1976), (×) and Gomis et al. (1994), (+) are shown in (a). The curves in all panels show the computed binodals and spinodals based on AIOMFAC activity coefficients. Red and blue parts of the binodal curve indicate the organic-rich phase and the aqueous electrolyte-rich phase, respectively. Orange and light blue curve parts indicate supersaturation of the phase with respect to solid NaCl. Black, straight lines indicate the coexisting phases. The spinodal is displayed as a black, dotted curve. (a) shows the mole fraction phase composition. Panels (b) and (c) show the phase diagram in terms of the different activities and (d) the molal IAP of NaCl.
Fig. 3. Phase diagram depicting the Gibbs energy difference between a forced one-phase state and the predicted equilibrium state of the ternary 2-propanol-water-NaCl system at 298 K. (a) Diagram in mole fraction coordinates, (b) as a function of water activity and water-free composition. The colour-axis indicates $\Delta G$ in J mol$^{-1}$ of mixture. White, solid and dashed curves are the coexistence curves (dashed part denotes supersaturation of NaCl) and white, dotted the spinodals. The white, dashed-dotted line marks salt saturation. The thin, light grey, dashed lines are contour lines of constant equilibrium-state water activity. They represent tie-lines in the two-phase region.
Fig. 4. Phase diagram showing organic activities of (a) forced one-phase state and (b) predicted equilibrium state of the ternary 2-propanol-water-NaCl system at 298 K as a function of water activity and water-free composition. The colour-axis represents the activity of 2-propanol in (a) the forced one-phase system and (b) the equilibrium system. Organic activities exceeding 1.0 are indicated by black contour lines in the red area. Binodal and spinodal curves are plotted for comparison and labelled as in Fig. 3. The thin, light grey, dashed lines are contour lines of constant equilibrium-state water activity (tie-lines in the two-phase region).
Fig. 5. Phase stability diagram with respect to a one-phase state of the ternary 2-propanol-water-NaCl system at 298 K. Values of the determinant $L$ are shown on the colour-axis. White $L = 0$ values indicate the spinodal, also drawn as black dotted curve. Shades of red indicate the stable or metastable one-phase area, shades of blue indicate the unstable region. Binodal (black solid and dashed) and spinodal (black, dotted) curves border the metastable region. The white, dashed-dotted line marks salt saturation.
Fig. 6. Phase diagrams of ternary alcohol/polyol-water-salt mixtures at 298 K. Black, solid and dashed curves are the binodal curves (dashed part denotes supersaturation of salt) and black, dotted curves the spinodals. The white, dashed-dotted line marks salt saturation. The thin, light grey, dashed lines are contour lines of constant equilibrium-state water activity (tie-lines in the two-phase region). The stability of a one-phase solution is shown on the colour-axis.

Experimental LLE phase composition: in (a) by De Santis et al. (1976), (×) and Li et al. (1995), (+); in (b) by Lynn et al. (1996), (×) at 308 K and Brenner et al. (1992), (+) at 296–353 K.
Fig. 7. Schematic representation of the gas/particle partitioning model. For the cases in which a liquid-liquid phase separation is predicted, the particulate matter phase is divided into two coexisting phases of different sizes and compositions. All system components are coupled through PM phase non-ideality.
Fig. 8. Composition diagrams of the coexisting phases at RH ranging from 20% to 99%. (a) Mole fractions calculated with respect to the water-free gas phase composition. Panels (b) and (c) show the mole fractions calculated with respect to undissociated salt for the two PM phases. At RH above 96%, marked by the red, dashed line, a one-phase liquid particle is the equilibrium state, while at 96% and below, the differing compositions of phases $\alpha$ and $\beta$ indicate LLE.
Fig. 9. Mass concentrations of the different semivolatile organics for the three cases of ideal (dotted curves), forced 1-phase (dashed curves) and equilibrium (solid curves) PM mixtures as a function of RH. (a) Effective saturation concentrations $C_j^*$ (Eq. 24) describing the gas/particle partitioning. Panels (b) and (d) represent corresponding gas and PM mass concentrations. (c) Total PM mass concentration calculated including water or as water-free. Key of (a) and (d) as in (b). Note the different axis scalings.
Fig. 10. (a) Gas/particle partitioning for the three cases of ideal, forced 1-phase, and equilibrium PM mixtures in terms of molar PM phase fractions $r_j^{PM} = n_j^{PM} / (n_j^{PM} + n_j^{g})$ of the different organic compounds. Key as in Fig. 9b. (b) Overall PM mole fractions of ammonium sulphate and water, and O:C (atomic ratio) of the organic mixture in the PM phase for the three cases.