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Abstract

Chemistry transport models (CTMs) are an indispensable tool for studying and predicting atmospheric and climate effects associated with carbonaceous aerosol from open biomass burning (BB); this type of aerosol is known to contribute significantly to both global radiative forcing and to episodes of air pollution in regions affected by wildfires. Improving model performance requires systematic comparison of simulation results with measurements of BB aerosol and elucidating possible reasons for discrepancies between them, which, “by default”, are frequently attributed in the literature to uncertainties in emission data. Based on published laboratory data regarding atmospheric evolution of BB aerosol and by using the volatility basis set (VBS) approach to organic aerosol modeling along with a “conventional” approach, we examined the importance of taking gas-particle partitioning and oxidation of semi-volatile organic compounds (SVOCs) into account in simulations of the mesoscale evolution of smoke plumes from intense wildfires that occurred in western Russia in 2010. BB emissions of primary aerosol components were constrained with the PM$_{10}$ and CO data from the air pollution monitoring network in the Moscow region. The results of the simulations performed with the CHIMERE CTM were evaluated by considering, in particular, the ratio of smoke-related enhancements in PM$_{10}$ and CO concentrations (ΔPM$_{10}$ and ΔCO) measured in Finland (in the city of Kuopio), nearly 1000 km downstream of the fire emission sources. It is found that while the conventional approach (disregarding oxidation of SVOCs and assuming organic aerosol material to be non-volatile) strongly underestimates values of ΔPM$_{10}$/ΔCO observed in Kuopio (by almost a factor of two), the VBS approach is capable to bring the simulations to a reasonable agreement with the ground measurements both in Moscow and in Kuopio. Using the VBS instead of the conventional approach is also found to result in a major improvement of the agreement of simulations and satellite measurements of aerosol optical depth, as well as in considerable changes in predicted aerosol composition and top-down BB aerosol emission estimates derived from AOD measurements.
1 Introduction

Carbonaceous aerosol originating from open biomass burning (BB) plays a major role in the atmosphere by affecting both climate processes and air quality (Andreae and Merlet, 2001; Langmann et al., 2009). In particular, BB is estimated to provide about 40% of the atmospheric budget of black carbon (BC) (Bond et al., 2013), which contributes significantly to climate forcing (IPCC, 2013; Andreae and Ramanathan, 2013). BB emissions are also known to be a major source of particulate organic matter (POM), which contributes to both direct and indirect radiative forcing by providing absorbing brown carbon (e.g., Chakrabarty et al., 2010; Saleh et al., 2014), enhancing light absorption by BC (up to a factor of two) due to the lensing effect (Jacobson, 2001), as well as contributing to the light scattering (Keil and Haywood, 2003). Episodes of a major impact of aerosol emissions from fires on the regional air quality have been reported worldwide (e.g., Heil and Goldammer, 2001; Sinha et al., 2003; Bertschi and Jaffe, 2005; Konovalov et al., 2011; Strand et al., 2012; Engling et al., 2014). Therefore, the physical and chemical properties of BB aerosol, and its sources and evolution have to be adequately represented in atmospheric numerical models aimed at analyzing and predicting climate changes and air pollution phenomena, (e.g., Kiehl et al., 2007; Goodrick et al., 2012).

Meanwhile, there are indications that the available chemistry transport models (CTMs) simulating sources and atmospheric evolution of BB aerosol are not always sufficiently accurate. For example, the concentrations of aerosol originating from wildfires in Central America were systematically underestimated (by about 70%) in simulations performed by Wang et al. (2006) with the RAMS-AROMA regional transport model (in spite of the fact that the variability of the aerosol concentration was well captured in the simulations). Predictions of surface aerosol concentrations in California from the BlueSky Gateway (Strand et al., 2012) air quality modeling system were found to be in acceptable range of the observed values in one part of the model domain (specifically, in northern California), but negatively biased in the other part of the domain (in south-
ern California). Large regional biases in AOD simulations performed with the global GOCART CTM were found by Petrenko et al. (2012). Kaiser et al. (2012) found that in order to achieve a reasonable agreement of global simulations of aerosol optical depth (AOD) with corresponding satellite measurements, the BB aerosol emissions specified in the ECMWF integrated forecast system had to be increased globally by a factor of 3.4. Using AOD and carbon monoxide (CO) satellite measurements analyzed in combination with outputs of the mesoscale CHIMERE CTM, Konovalov et al. (2014) found (qualitatively similar to the results by Kaiser et al., 2012) that the ratios of aerosol and carbon monoxide emissions from forest and grassland fires in Siberia are likely to be about a factor of 2.2 and 2.8 larger than those calculated with typical emission factors from literature. In contrast, Konovalov et al. (2011) revealed that in order to fit the CHIMERE simulations to ground based observations during wildfires in western Russia, the BB aerosol emissions had to be scaled with a factor of about 0.5 relative to the CO emissions.

Although most modeling studies tend to attribute systematic discrepancies between simulations and atmospheric observations of BB aerosol to uncertainties in the fire emission inventories, it seems also quite probable that at least a part of the discrepancies may be due to deficiencies in the modeling representation of BB aerosol processes. Indeed, for the special case of organic aerosol (OA) originating from fossil fuel burning, it has been argued (e.g., Shrivastava et al., 2006; Donahue et al., 2006; Robinson et al., 2007) that adequate models of OA evolution require taking into account the volatility of primary OA (POA) compounds as well as formation of secondary OA (SOA) from oxidation of semi-volatile organic compounds (SVOC) in the atmosphere. Furthermore, laboratory measurements indicated that, like the POA emissions from fossil fuel burning, BB aerosol emissions feature a broad spectrum of volatility (e.g., Lipsky and Robinson, 2006; Grieshop et al., 2009b; Huffman et al., 2009; May et al., 2013) and may be subject to rapid oxidation processes leading to formation of substantial amounts of SOA (Grieshop et al., 2009a; Hennigan et al., 2011, 2012; Donahue et al., 2012; Ortega et al., 2013). An increase of BB aerosol mass or particle number concen-
Concentration was also diagnosed in some field studies (Hobbs et al., 2003; Yokelson et al., 2009; Akagi et al., 2012). Recently, Vakkari et al. (2014) showed evidence for substantial growth and increasing oxidation state of biomass burning aerosols during the first few hours of atmospheric transport. Meanwhile, all the chemistry transport models employed in the above mentioned simulations of BB aerosol evolution treated the primary aerosol emissions as non-volatile, and only oxidation of several definite volatile organic compounds (VOCs) was taken into account as a source of SOA in some of the models.

A general novel approach to OA modeling, known as the volatility basis set (VBS) approach, which is intended to represent the volatilities of a broad spectrum of primary organic compounds and their ageing processes in the atmosphere, was introduced by Donahue et al. (2006). Several studies applied this approach for modeling the evolution of OA from anthropogenic (fossil fuel burning) and (in some cases) biogenic emissions and found that it provides reasonable agreement between simulations and measurements (see, e.g., Lane et al., 2008; Murphy and Pandis, 2009; Farina et al., 2010; Hodzic et al., 2010; Tsimpidi et al., 2010; Shrivastava et al., 2011; Ahmadov et al., 2012; Zhang et al., 2013). Bergström et al. (2012) applied the VBS approach to modeling BB aerosol along with OA originating from predominantly anthropogenic and biogenic sources, but did not arrive at any unambiguous conclusion regarding an advantage of the VBS approach over a simpler (“conventional”) one in the case of BB aerosol; note that their VBS scheme did not distinguish between the properties of OA from biomass burning and other sources.

The main goal of this study is to examine the impact of using the VBS approach instead of the conventional one on the simulated evolution of BB aerosol in an important (though episodic) situation when BB was a major source of OA. We parameterize the BB aerosol processes by using data of dedicated laboratory measurements and apply our model to the case of the mega-fire event that occurred in Western Russia in summer 2010 as a result of an abnormal heat wave (Barriopedro et al., 2011). This event provided abundant observational material for the critical evaluation of our current understanding of atmospheric effects of wildfires and has already received considerable
attention in the scientific literature (Elansky et al., 2011; Konovalov et al., 2011; Mei et al., 2011; Witte et al., 2011; Golitsyn et al., 2012; Huijnen et al., 2012; Krol et al., 2013; Popovicheva et al., 2014). However, to the best of our knowledge, there has been no study yet focusing on modeling the evolution (“ageing”) of aerosol in BB plumes from these fires. By considering this special case, we intend to examine the feasibility and benefits of using the VBS approach for modeling aerosol evolution in BB plumes, especially at temporal scales considerably exceeding those addressed in typical laboratory measurements. In general, this study is intended to contribute to advancing current understanding of BB aerosol processes and their representation in chemistry transport models.

This paper is organized as follows: Sect. 2 describes our modeling framework; in particular, it outlines the methods and parameterizations representing BB aerosol emissions and evolution and defines the scenarios of our numerical experiments. Results of the numerical simulations are presented in comparison with data of in-situ and satellite measurements in Sect. 3, which also discusses the implications of the results of our simulations for predicting aerosol composition and estimation of emissions from wildfires by using the “top-down” approach. A summary of the results of this study and some concluding remarks are provided in Sect. 4.

2 Model and measurement data description

2.1 CHIMERE CTM: general characteristics

This study is based on using the CHIMERE CTM, which is a typical Eulerian off-line model designed for simulating and predicting air pollution at the regional and continental scales. It includes parameterizations of most important physical and chemical processes affecting the atmospheric evolution of aerosols of various types and origin (such as primary anthropogenic, dust, biogenic, sea salt, secondary inorganic and organic aerosols) and gaseous air pollutants. These processes include, in par-
Particular, emissions of gases and aerosols (the anthropogenic and biogenic emission interfaces enable calculation of the corresponding emissions on a model grid from data of corresponding emission inventories), chemical transformation of tens of compounds due to gas-phase and heterogeneous reactions, absorption/desorption of some semi-volatile species by/from aerosol particles, advection and turbulent mixing of gases and aerosols, and their dry and wet deposition. The detailed description of CHIMERE and examples of its numerous applications are provided in Menut et al. (2013) and in the CHIMERE documentation available online along with the model codes at http://www.lmd.polytechnique.fr/chimere.

While most earlier CHIMERE applications addressed contributions to atmospheric composition from anthropogenic and biogenic sources, it was also successfully applied in several studies focusing on the atmospheric effects of fire emissions (Hodzic et al., 2007; Konovalov et al., 2011, 2012, 2014; Pérez et al., 2014). In particular, simulations performed with CHIMERE were found by Konovalov et al. (2011) to be in good agreement with air quality monitoring data in Moscow during the extreme air pollution event caused by wildfires in 2010. The same event and similar data are considered in this study. The CHIMERE configuration is similar to that in the studies by Konovalov et al. (2011, 2014), except for some changes and updates mainly applied to our method aimed at deriving fire emissions from satellite measurements of fire radiative power (FRP) (Ichoku and Kaufman, 2005).

2.2 Basic model configuration

Gas-phase processes were simulated with the reduced chemical mechanism MEL-CHIOR2 (Derognat et al., 2003; Menut et al., 2013) including about 120 reactions of 40 species. Menut et al. (2013) found that the performance of this computationally efficient mechanism in the case of ozone simulations was very similar to that of a much more complex mechanism, such as SAPRC07 (Carter, 2010). Photolysis rates were calculated with the TUV model (Madronich et al., 1998) embedded in CHIMERE as a function of AOD derived from Moderate-resolution Imaging Spectroradiometer
Evolution of secondary inorganic aerosol was simulated with the tabulated version of the thermodynamic model ISORROPIA (Nenes et al., 1998). Anthropogenic emissions of gases and aerosol were specified by using the EMEP (European Monitoring and Evaluation Programme) inventory data (EMEP/CEIP, 2014) for the year 2010. Anthropogenic primary aerosol emissions were distributed among nine size bins with diameters from 20 nm to 10 µm by assuming a bimodal log-normal distribution with a mean and SD of 0.11 µm and 1.6 for the fine mode and of 4 µm and 1.1 for the course mode, respectively (according to the CHIMERE standard settings). Biogenic emissions (including those of aerosol precursors) were calculated by using the standard CHIMERE interface and data by the MEGAN (Model of Emissions of Gases and Aerosols from Nature) model (Guenther et al., 2006) for emissions from vegetation, and the European inventory of soil NO emissions by Stohl et al. (1996). Dust aerosol emissions were taken into account by using a simple parameterization developed by Vautard et al. (2005). The monthly climatological data from the LMDz-INCA global model (Folberth et al., 2006) were used as initial and boundary conditions for our simulations.

Apart from using the standard model output data for concentrations of gaseous and aerosol species, we considered AOD at 550 nm; it was evaluated in the same way as in Konovalov et al. (2014) following a robust method, proposed by Ichoku and Kaufman (2005). Specifically, AOD was derived from simulated aerosol mass column concentrations by applying the mass extinction efficiency coefficient. We took into account that a predominant part of atmospheric aerosol loading in the situation considered was due to biomass burning and chose this coefficient, using the experimental data by Reid et al. (2005), to be the same as in Konovalov et al. (2014) (4.7 ± 0.8 m²g⁻¹). Some bias in AOD values calculated in this way may be associated with small (in the case considered) contributions of anthropogenic, biogenic, and dust aerosols, whose mass extinction efficiency is different from that of BB aerosol. We evaluated this bias as the mean relative difference between the simulated and measured AOD in the grid cells on the days where and when the contribution of BB aerosol was negligible (see Konovalov et al., 2011, for further detail).
et al., 2014, for further detail); the bias was then subtracted from the simulated AOD values.

The WRF-ARW (v.3.6) model (Skamarock et al., 2005) was used as a meteorological driver for CHIMERE. The meteorological data were calculated on a 50 km × 50 km grid with 30 levels extending in the vertical up to the 50 hPa pressure level. The Mellow–Yamada–Janjic (Eta) scheme (Janjic, 1994) was used for the simulation of boundary layer processes together with the Eta similarity scheme (based on the Monin–Obukhov theory) for surface physics (Janjic, 1990).

The evolution of BB plumes was simulated with a resolution of 0.5 by 0.5° and twelve layers in the vertical; the upper layer corresponded to the 200 hPa pressure level. The study region (corresponding to the model domain) covers most of European Russia and a part of Eastern Europe (48–66° N; 20–56° E). The simulations were performed for the period from 12 July to 20 August 2010. The first three days were reserved for the model’s “spin-up”; therefore, the period of our analysis began on 15 July.

2.3 Fire emissions

Below, we outline our calculations of fire emissions by paying special attention to changes with respect to the previous studies, where a similar method was used. Fire emissions for a species \( s \) at time \( t \), \( E^s(t) \) (\( g s^{-1} m^{-2} \)), were calculated as follows:

\[
E^s(t) = \Phi_d \sum_l \alpha \beta_l^s \rho_l h_{el}(t) C(\tau),
\]

where \( \Phi_d \) (\( W m^{-2} \)) is the daily mean FRP density derived from daily maximums of FRP in a given cell of the model grid, \( \alpha \) (\( g[\text{dry biomass}] s^{-1} W^{-1} \)) is the factor converting FRP to the biomass burning rate (BBR) (below, we refer to this factor as the FRP-to-BBR conversion factor) for a given land cover type \( l \), \( \beta_l^s \) (\( g[\text{modelspecies}] g^{-1}[\text{dry biomass}] \)) are the emission factors, \( \rho_l \) is the fraction of the land cover type \( l \), \( h_{el} \) is the assumed diurnal variation of fire emissions, and \( C \) is an additional ad hoc correction factor specified as a function of AOD at 550 nm wavelength, \( \tau \). This relationship follows a popular
approach to calculation of fire emissions, which was proposed by Ichoku and Kaufman (2005) and has been used in a number of studies (see, e.g., Sofiev et al., 2009; Kaiser et al., 2012; Konovalov et al., 2014, and references therein) since then. The factor $C$, which was initially introduced in Konovalov et al. (2011), is intended to compensate for a possible attenuation of FRP measured from satellites by very heavy smoke from intense fires in the region and period considered; it is also assumed to account for the part of emissions from peat fires invisible from space but coinciding with visible forest or grass fires.

For convenience, we express the factor $\alpha$ (below, we refer to this factor as the FRP-to-BBR conversion factor) as the product of its “a priori” value, $\alpha_0$, and the “a posteriori” correction factor, $F_\alpha$:

$$\alpha = \alpha_0 F_\alpha.$$  

Taking into account the experimental data by Wooster et al. (2005), $\alpha_0$ is taken to be $3.68 \times 10^{-4} \, \text{g[dry biomass]} \, \text{s}^{-1} \, \text{W}^{-1}$, and different estimates of $F_\alpha$ are inferred from atmospheric measurements as explained in Sect. 2.6.

Similar to Konovalov et al. (2011, 2014), the daily mean FRP density is evaluated by selecting daily maxima of the FRP density in each model grid cell and by scaling them with the assumed diurnal cycle of the FRP maxima, $h_{ml}$:

$$\Phi_d = \frac{\max\{\Phi_k, k = 1, \ldots K\}}{\sum \rho_j h_{ml}(t_{max})}$$  

where $k$ is the satellite orbit index, $h_{ml}$ is the assumed diurnal distribution of the FRP daily maximums, and $t_{max}$ is the moment of time when the daily maximum of FRP is observed. The initial calculations of fire emissions were made on a grid of a higher resolution (0.25 by 0.1°) to minimize the effect of cloud and smoke contamination on the selected FRP daily maximum values; these emission data were then projected onto the model grid. The temporal resolution of the emission data was 1 h.
While Eq. (1) in combination with Eq. (2), is very similar to Eq. (5) in Konovalov et al. (2011), there are a few noteworthy differences between them. First, in this study, we do not consider the peat fires explicitly. Although the attempt to estimate the emissions from peat fires (not visible from space), as described in Konovalov et al. (2011), was rather successful, this estimation was associated with a large uncertainty, which would only hinder evaluation of different modeling scenarios in this study. Note, however, that we still take peat fires into account implicitly by adjusting the FRP-to-BBR conversion factor. For similar reasons, we assume that the same FRP-to-BBR conversion factor value (and the same value of the correction factor, $F_\alpha$) is applicable to both forest and grass fires (visible from space).

Second, for convenience, we normalize the factor $C(\tau)$ such that its average over the whole study region is equal to unity. Note that, following Konovalov et al. (2011), we define $C(\tau)$ to be proportional to $\exp(\tau)$; introducing this factor was found to drastically improve the agreement of our simulations with air pollution measurements in Moscow.

Third, instead of assuming very strong diurnal variation of fire emissions (see Konovalov et al., 2011, and Fig. 1 therein), we derived the diurnal cycle of the emissions directly from FRP observations using the method and formulations proposed by Konovalov et al. (2014) (see Eqs. 5 and 6 therein). In this study, we attempted to advance this method further by distinguishing between the diurnal cycle of FRP daily maximums, $h_{ml}$, and that of emissions, $h_{el}$. To estimate the latter, the formulations given in Konovalov et al. (2014) were applied to all available FRP data, while the former was derived only from FRP daily maximums (exactly in the same way as in Konovalov et al. (2014), where $h_{el}$ was implicitly assumed to be equal to $h_{ml}$). The diurnal cycles specified in this study for agricultural and grass fires, and (separately) for forest fires are shown in Fig. 1. Finally, the emission factors for organic carbon (OC), BC, CO, NO$_x$, and non-methane hydrocarbons (NMHC) (see Table 1) were specified using an updated dataset (M.O. Andreae, unpublished data, 2014; Andreae and Merlet, 2001); emissions of individual VOCs were calculated by distributing the total NMHC emissions among the compounds represented in this database (proportionally to the measured
emission factors of these compounds) and then aggregating them into eleven lumped model species (similarly as it is done in the CHIMERE emission interface for anthropogenic emissions, see Menut et al., 2013). POM emissions are obtained by scaling the OC emissions with a factor of 1.8, taking into account the range of OC/POM ratios observed in fire plumes and assumed in fire emission inventories (e.g., Alves et al., 2011; van der Werf et al., 2010).

Similar to Konovalov et al. (2014), the injection of fire emissions into the atmosphere was simulated by using the parameterization proposed by Sofiev et al. (2012). This parameterization enables evaluation of maximum plume height as a function of the FRP measured in a given fire pixel and of the Brunt–Väisälä frequency in the free troposphere. We consider this method as advantageous over a simpler method (assuming uniform distribution of fire emissions up to the height of one kilometer), which was employed in Konovalov et al. (2011), although no significant differences between results obtained with these two methods were revealed in the case of Siberian fires (Konovalov et al., 2014). We would like to emphasize that the changes in our calculations of fire emissions with respect to the previous studies affected the model performance only slightly and could not influence the major conclusions of this study.

2.4 Representation of BB OA processes in CHIMERE

In this study, we employ two different methods for modelling BB OA evolution. The first method is used in the standard version of CHIMERE. The second method is based on the VBS approach (Donahue et al., 2006; Robinson et al., 2007; Lane et al., 2008) and was initially implemented in dedicated versions of CHIMERE for the case of OA originating from fossil fuel burning and biogenic emissions (Hodzic et al., 2010; Zhang et al., 2013). A description of these methods given below focuses on their application to modelling of BB aerosol.
2.4.1 “Standard” method for organic aerosol

Aerosol particles emitted from fires are conventionally assumed to consist of non-volatile POM and BC. Therefore, they cannot evaporate and can be lost only as a result of deposition and transport outside of the model domain. Primary OA emissions are distributed according to a lognormal size distribution with a mean diameter of 2 µm and a SD of 1.6 by taking into account fresh smoke observations reported in the literature (see, e.g., Fiebig et al., 2003). A coarse fraction of primary aerosol particles having a typical mean diameter of about 5 µm and usually contributing 10–30 % to the total mass of fresh aerosol emissions (and, probably, even a smaller part of organic carbon as indicated, e.g., by Alves et al., 2011) was disregarded to facilitate the comparative analysis of simulations performed with the standard and VBS method.

The formation of SOA is represented by absorption of SVOCs produced as a result of oxidation of primary VOCs (Bessagnet et al., 2009; Hodzic et al., 2009). The yield of SVOCs from oxidation of VOCs from both fossil fuel and biomass burning is described by a single-step oxidation mechanism (Pun et al., 2006) as reactions of three lumped model VOC species (SVOC precursors) with OH, O₃ and NO₃ producing several surrogate SVOC species. These three lumped species are assumed to represent three classes of VOCs, such as a class of alkanes from C₄ to C₁₃, a class of mono-substituted aromatics including benzene, and a class of polysubstituted aromatics. The same single-step oxidation mechanism by Pun et al. (2006), with some modifications introduced following the formulations by Kroll et al. (2006) and Zhang et al. (2007), is used to represent the formation of SVOC as a result of oxidation of biogenic VOCs (for isoprene and terpenes). Further details regarding the representation of OA processes in the standard version of CHIMERE can be found elsewhere (Bessagnet et al., 2009; Hodzic et al., 2009; Menut et al., 2013).
2.4.2 Volatility Basis Set (VBS) method

Here, POA emissions (including all organic material that is assumed to have a potential to form OA particles under atmospheric conditions) are considered as semi-volatile and distributed into several volatility classes characterized by the reference saturation concentration \( C_i^* \) at 298 K, enthalpy of vaporization, \( \Delta H_i \), and the fraction in the total POA emissions, \( f_i \) (where \( i \) is the index of a volatility class). The emission factors for total POA emissions, \( \beta^{\text{poa}} \), and for organic carbon in particles (OC), \( \beta^{\text{oc}} \), are assumed to be related as predicted by partitioning theory (Pankow, 1994; Shrivastava et al., 2006):

\[
\beta^{\text{poa}} = \beta^{\text{oc}} \eta \left[ \sum_i f_i \left( 1 + \frac{C_i^* \exp \left( -\frac{\Delta H_i}{R} \left( \frac{1}{T} - \frac{1}{298} \right) \right) \frac{298}{T} C_{\text{OA}} \right) \right]^{-1},
\]

where \( C_{\text{OA}} \) and \( T \) are the ambient OA mass concentration and temperature, \( R \) is the gas constant, and the factor \( \eta \) (assumed to be equal 1.8 here) is applied to convert OC into POM. In Eq. (4), the larger the ambient concentration \( C_{\text{OA}} \) and the smaller the saturation concentration \( C_i^* \), the larger is the fraction of POA emissions in the particle phase, and thus the closer the ratio \( \beta^{\text{poa}} \) over \( \beta^{\text{oc}} \eta \) is to unity. In contrast, for small \( C_{\text{OA}} \) and large \( C_i^* \), a large part of POA emissions occurs in the gas phase and is not accounted for in measurements of particulate phase emissions. While the factors \( \beta^{\text{oc}} \), characterizing emissions of OC from biomass burning, have been frequently measured both in laboratory and field studies (see, e.g., Akagi et al., 2011, and references therein) and are widely used in emission inventories (see, e.g., van der Werf et al., 2010), their values reported in the literature are usually not accompanied by corresponding data regarding \( C_{\text{OA}} \) and ambient temperature. Note that disregarding the gas-particle conversion processes may account for a part of the large discrepancies between different measurements of the emission factors. Therefore, some additional assumptions were
needed. Specifically, we assumed that \( T = 298 \text{ K} \) and \( C_{\text{OA}} = 10 \text{ mg m}^{-3} \). For comparison, Vicente et al. (2013) reported that PM\(_{2.5}\) concentrations during their emission factor measurements in the vicinity of wildfires in Portugal were in the broad range from 0.69 to 25 mg m\(^{-3}\). In addition, we assumed that all POA were released into the atmosphere from fires as particles (as a result of the condensation process under very high ambient concentration of combustion products after their initial cooling). These assumptions do not have a significant effect on our simulations because the total BB aerosol emissions were constrained by measurements, as explained in Sect. 2.6.

Volatility distributions of POA were specified by using the results of a dedicated laboratory study by May et al. (2013), in which a kinetic model was used to derive volatility distributions and enthalpies of vaporization from thermodenuder measurements of BB emissions. Unfortunately, the derived volatility distributions are characterized by very large uncertainties (which likely reflect a part of the natural variability of volatility of smoke from burning of different types of biomass) and depend, in particular, on the assumed value of the mass accommodation coefficient. We tried to take into account this uncertainty by considering two simulation scenarios with different volatility distributions described in Sect. 2.7. POA emissions were distributed among nine size sections according to the same size distribution as described above for the standard method (see Sect. 2.4.1).

To improve the consistency of our model with the kinetic model used by May et al. (2013) for volatility estimations, we slightly modified the kinetic part of the absorption scheme in CHIMERE. Specifically, we replaced the formulation of the absorption process based on Bowman et al. (1997) with an approximation based on the Fuchs–Sutugin interpolation formula Seinfeld and Pandis (2006). In addition, to insure numerical stability of our calculations, evaporation of POA in the two lowest volatility classes (with \( C^* = 0.01 \text{ µg m}^{-3} \) and \( C^* = 0.1 \text{ µg m}^{-3} \)) was disabled. This restriction did not affect our results, since typical OA concentrations in the smoke plumes considered were much higher (> 10 µg m\(^{-3}\)) even after strong dilution.
The POA were assumed to be subject to gas-phase oxidation, which was represented by the reaction of POA with OH. The oxidation mechanism was parameterized in two different ways. First, based on the estimates derived by Grieshop et al. (2009a) from laboratory measurements of the oxidation of BB smoke from a wood stove, each reaction was assumed to reduce the volatility of organic gases (from a given volatility class) by a factor of 100 (leading to a two-bin shift in the volatility distribution) and to increase the organic compound mass by 40%; the reaction rate constant was set to be $2 \times 10^{-11} \text{ cm}^{-3}\text{ molecules}^{-1}\text{ s}^{-1}$ except for a test scenario (see Sect. 2.7) in which the rate was doubled. Evolution of oxygenated POA (OPOA) produced in the reaction of POA with OH was simulated in the same way as that of POA (that is, OPOA were governed by partitioning theory and experienced successive oxidation at the same rate and mass increment as POA). Second, the SOA formation from SVOCs was parameterized using a “surrogate species” representing a mixture of numerous organic compounds unspecified in available emission inventories, as proposed recently by Jathar et al. (2014). The parameterization, which had been obtained by fitting box model simulations to the data of the biomass burning laboratory experiments described in Hennigan et al. (2011), represents the POA oxidation as a single-generation process (associated with a minor net loss of the total mass of POA and OPOA species) and assumes that the VBS SOA yields from the POA oxidation are similar to those from oxidation of n-pentadecane ($C_{15}$ n-alcane). Accordingly, we assumed the same OPOA mass yields as those given in Jathar et al. (2014) (see Table S3 therein). In addition, consistently with the analysis in Jathar et al. (2014), we assumed that n-pentadecane represents not only POA species, but also a fraction (10%) of the total NMHC emissions from biomass burning. Note that the experimental data by Hennigan et al. (2011) are likely more representative of a range of real biomass burning conditions (at least, in North America) than those obtained and analyzed by Grieshop et al. (2009a). Nonetheless, it was difficult to predict a priori which of the parameterizations would enable the best performance of our simulations in the special case analyzed in this study. Indeed, on the one hand, the range of conditions reproduced in our simulations significantly
surpassed that addressed in the laboratory experiments. In particular, aerosol concentrations were typically much higher (up to almost 3000 µg m⁻³) and duration of the aerosol evolution was much longer in the simulations (more than one day), compared to those in the laboratory experiments (about 100 µg m⁻³ and less, and several hours, respectively). Besides, ageing of aerosol emissions from many kinds of “fuels” typical for European Russia (e.g. Scotch pine, Norway spruce, elm, birch, etc.) has not yet been investigated in laboratories. On the other hand, even the laboratory studies (Jathar et al., 2014; Grieshop et al., 2009a) indicated a large variability of the SOA yields in separate experiments, which was not reproduced by box models employing the parameterizations outlined above.

Note that the substantial increase of BB aerosol mass due to oxidation processes was also found in laboratory experiments by Ortega et al. (2013); however, their data were not fitted to VBS models (unlike the measurements in Hennigan et al., 2011 and Grieshop et al., 2009a) and thus were less suitable for configuring our simulations. Note also that using a more complex representation of BB OA evolution, e.g., involving a two-dimensional VBS scheme (Donahue et al., 2012) and taking into account such a potentially important process as fragmentation (Chacon-Madrid and Donahue, 2011), was not feasible in this study due to the lack of robust experimental data and the absence of suitable parameterizations.

Along with SOA formation resulting from the absorption of OPOA, we took into account a minor (under conditions of this study) SOA source associated with oxidation of “traditional” SOA precursors. A modelling scheme accounting for this source was adapted from Zhang et al. (2013): it simulates the formation of SOA from oxidation of anthropogenic VOCs by using six lumped species representing SOA precursors and four volatility classes. The BB emissions of these lumped SOA precursors were aggregated from emissions of individual VOCs using the data of Andreae and Merlet (2001) with recent updates (in the same way as the emissions of other model organic species).
2.5 Measurement data

Similar to Konovalov et al. (2011), we used the CO and PM$_{10}$ measurements at the automatic air pollution monitoring stations of the State Environmental Institution “Mosec-monitoring” for calibration of fire emissions. We selected only those sites that provided both CO and PM$_{10}$ data for at least 50% of days during the period addressed in this study (from 15 July to 20 August 2010). These criteria were satisfied for four sites, including those located inside of the city of Moscow (“Kozhuhovo”, “MGU”) and in Moscow’s suburbs (“Pavlovskii posad” and “Zelenograd”). The selected stations were equipped with Thermo TEOM1400a and OPTEK K-100 commercial devices based on the Tapered Element Oscillating Microbalance and electrochemical methods employed for PM$_{10}$ and CO measurements, respectively. The measurements were nominally taken three times per hour.

Along with the air pollution data from the Moscow region, we used simultaneous CO and PM$_{10}$ measurements from the city of Kuopio, Finland (Portin et al., 2012). A Thermo TEOM 1400a and Monitor Labs 9830 B IR absorption CO analyzer were used for PM$_{10}$ and CO measurements, respectively. By comparing relative perturbations of PM$_{10}$ and CO in the Moscow region (that is, near the fires) and in Kuopio (situated about 1000 km from Moscow), we attempt to elucidate the changes in BB aerosol mass due to transformation and loss processes in the atmosphere. The CO and PM$_{10}$ measurements in Kuopio were earlier found to reflect large air pollution events associated with transport of smoke plumes from fires in Russia to Finland (Portin et al., 2012; Mielonen et al., 2011). The contribution of BB emissions was clearly distinguishable against “background” conditions in Kuopio, particularly because the air pollution level there is typically very low. Although the city of Kuopio has several sites for PM$_{10}$ measurements, only one site (Maaherrankatu) provided data from both CO and PM$_{10}$ measurements; therefore, the data from only this site were used for quantitative evaluation of our model performance.
The observational data were averaged on a daily basis (the days were defined in UTC) and matched to the daily mean simulated concentrations from grid cells covering the locations of the stations. The observational (or simulated) data for the selected sites in the Moscow region for a given day were combined by averaging.

We also evaluated our simulations against aerosol optical depth (AOD) retrieved from MODIS measurements onboard the AQUA and TERRA satellites; the AOD data (Remer et al., 2005; Levy et al., 2010) with the spatial resolution of 1° × 1° were obtained as the L3 MYD08_D3/MOD08_D3 data product from the NASA Giovanni-Interactive Visualization and Analysis system (http://daac.gsfc.nasa.gov/giovanni/). The MODIS AOD daily data were matched to the simulated AOD values re-gridded to the 1° × 1° grid and averaged over the period from 10 to 14 h of local solar time (that is, over the period of daytime satellite overpasses). The same measurement data were introduced after additional spatial and temporal interpolation (Konovalov et al., 2011) into the TUV model, which (as noted above) was used to calculate the photolysis rates in CHIMERE.

### 2.6 Optimization of fire emissions

We calibrated the fire emissions by estimating the correction factor, \( F_\alpha \), involved in the relationship between FRP and the emissions (see Eqs. 1 and 2). Different estimates of \( F_\alpha \) were derived independently from CO and PM\textsubscript{10} measurements by minimizing the following cost function, \( J \):

\[
J = \sum_{i=1}^{N_d} \theta_i \left( V_m^i - V_o^i - \Delta \right)^2,
\]

where \( V_m \) and \( V_o \) are the modelled and observed daily concentrations of CO or PM\textsubscript{10}, \( i \) is the index of a day, \( N_d \) is the total number of days in the period considered, \( \theta_i \) is the operator equal to unity for days affected by fires (here, those were the days when the relative contribution of fire emissions to the simulated CO concentration exceeded 10%) and zero otherwise, and \( \Delta \) is the bias which was estimated as the mean dif-
ference between measurements and simulations on days featuring “background” air pollution conditions (i.e., when $\theta_i$ was set to be zero).

The initial estimate of $F_\alpha$ was derived, under the assumption of linear dependence of $V_m$ on $F_\alpha$, from results of “twin” simulations performed with $F_\alpha = 0$ and $F_\alpha = 1$. To achieve higher accuracy in the case when the estimation of $F_\alpha$ involved aerosol data from VBS simulations, the estimation procedure was re-iterated using a model run with $F_\alpha$ derived from the initial twin experiment. Otherwise (for the cases when the estimate of $F_\alpha$ was obtained either from CO data or using the “standard” aerosol scheme), the additional iteration was not necessary because the nonlinearity of a relationship between fire emissions and aerosol concentrations was negligible (similarly to the cases discussed in Konovalov et al., 2011 and Konovalov et al., 2014). The uncertainty in $F_\alpha$ was estimated from results of the Monte-Carlo experiment involving bootstrapping of the differences between the optimized simulations and the measurements similar to Konovalov et al. (2014), except that possible uncertainties in emission factors were not explicitly taken into account in the Monte-Carlo experiment carried out in this study. Accordingly, the uncertainty in the estimates of $F_\alpha$ reported below reflects the uncertainty of the product of $\alpha$ and $\beta^S$ (see Eq. 1), rather than the uncertainty in $\alpha$ alone.

In addition to the estimation of $F_\alpha$ by using ground based measurements, a similar procedure was used to derive estimates of $F_\alpha$ from satellite (MODIS) AOD measurements. The AOD-measurement-based values of $F_\alpha$ were used to obtain the “top-down” estimates of total BB aerosol emissions in the study region (see Sect. 3.4). In this case, the cost function $J$ was formulated in the same way as in Konovalov et al. (2014):

$$J = \sum_{j=1}^{N_d} \sum_{i=1}^{N_c} \theta^{ij} \left( V^{ij}_m - V^{ij}_o - \Delta^{ij} \right)^2,$$

(6)

where $V_m$ and $V_o$ are the simulated and observed AOD values for each grid cell, $i$, and day, $j$, of our model domain, $N_c$ is the total number of grid cells in the model domain, and $\theta^{ij}$ is the selection operator taken to be unity when relative contribution of fire
emissions to the simulated AOD exceeds 10% and zero otherwise. Estimation of the bias, $\Delta$, in our AOD simulations was the same as in Konovalov et al. (2014), except that here, instead of averaging the differences between the simulated and measured data within a “moving window” covering 15 consecutive days, the averaging was performed over the whole period of the study (because otherwise the number of data points with $\theta^{ij} = 0$ used for estimating of the bias in the situation considered in this study was too small).

2.7 Configuration and scenarios of simulations

To be able to efficiently isolate direct effects caused by changes in the aerosol scheme on the evolution of BB aerosol from any less direct effects involving possible interference of BB and other types of aerosol, our simulations included two stages. First, we carried out “background” simulations (labelled below as “BGR”) without fire emissions but with all the other assumed aerosol sources (such as anthropogenic, dust and biogenic emissions). Taking into account that the VBS scheme had not ever been used and evaluated in simulations of aerosol evolution in Russia, we opted to simulate the background conditions by using the standard aerosol scheme. Second, the evolution of BB aerosol was simulated by running CHIMERE with fire emissions but without emissions from the other sources and with zero boundary conditions. Finally, concentrations of aerosol species were calculated as the sum of the outputs from these two model runs. Such a configuration of our simulations implies that the POA, as well as SOA and SVOCs originating from fires are not interacting with other types of aerosol. This may not be exactly true, but presently there are no available parameterizations which could be used to describe and evaluate such interactions. For the same reason, we disregarded formation of secondary inorganic aerosol from fire emissions. Taking into account that according to both our simulations and an independent analysis (see, e.g., Witte et al., 2011) air pollution levels over the study region in the period of intense fires were mostly determined by BB emissions, we expect that the impact of possible interaction of BB and other emissions on the results of this study is insignificant. Re-
results of an additional control run, in which we took into account all the emission sources at once (and, consequently, all aerosol was assumed to be internally mixed) supported this expectation.

We considered several model scenarios with fire emissions, including the scenario in which BB aerosol evolution was simulated with the standard aerosol scheme (see Sect. 2.4.1) as well as five scenarios involving the VBS scheme. The scenario labels (used below both in the text and in the figures) and corresponding parameter settings are listed in Table 2. Specifically, along with the “standard” scenario (STN) we designed four “realistic” scenarios (from VBS-1 to VBS-4) in order to examine the sensitivity of our model results to possible uncertainties in the VBS scheme, while the “unrealistic” scenario VBS-5 was aimed at assessing the relative importance of the dilution process (under the assumption that there is no formation of SOA from oxidation of SVOC). In particular, we took into account that although Grieshop et al. (2009a) did not report a formal uncertainty range for the OH reaction rate \( k_{OH} \), their results indicate that this rate could significantly vary in different experiments with different types of fuel; strong variability of \( k_{OH} \) is also indicated by a significant divergence of OA mass enhancements in the aging experiments by Hennigan et al. (2011) and Ortega et al. (2013). One of the scenarios was specified by taking into account the large uncertainty of the volatility distributions estimated by May et al. (2013). For example, the fraction of organic material in the highest volatility class \( (C^* = 10^4 \, \mu g m^{-3}) \) considered by May et al. (2013) was estimated to range from 0.3 to 0.7 if the accommodation coefficient (\( \gamma \)) equals unity (see Table S4 in May et al., 2013). The two types of volatility distributions used in our simulations are specified in Table 3. Note that although the dilution experiment results by May et al. (2013) did not yield a unique value of the accommodation coefficient, we present here only the results obtained with the most probable (according to May et al., 2013) value of \( \gamma \) (\( \gamma = 1.0 \)). An additional simulation was made with \( \gamma = 0.1 \), but since its results were found to be very similar to those obtained with \( \gamma = 1.0 \), they are not reported here.
3 Results

3.1 Near-surface concentrations

We focus our analysis on the air pollution events observed in the city of Kuopio (Finland) on 29 July and 8 August (Portin et al., 2012). Figure 2 demonstrates our model domains and shows “snapshots” of the simulated distributions of CO emitted by fires not only on these days but also on the preceding days (28 July and 7 August). Our simulations demonstrate that, in each episode, the smoke that appeared over Kuopio had been transported in the north-east direction from a region around Moscow, where the largest fires had occurred (Konovalov et al., 2011). As an illustration of sources of the smoke plumes, Fig. 2 also shows the spatial distributions of CO emissions from fires on 28 July and 7 August. We estimate that the age of smoke in the plumes passing over Kuopio was mostly in the range from 1 to 3 days. This estimate is in line with results of back-trajectory analyses (Portin et al., 2012). Note that CO behaved almost identically in all of the simulation scenarios in which the BB emissions were taken into account; therefore, for definiteness, the evolution of CO from fires is presented here only for the STN scenario (that is, with the scenario using the standard version of CHIMERE).

Figure 3 shows the evolution of CO in the Moscow region and in Kuopio according to both measurements and simulations. The simulations taking into account fire emissions were made with the optimal estimate of $F_\alpha$ (derived from CO measurements in Moscow and applied to emissions of all gaseous species in all of the simulations discussed below) of 1.88; the uncertainty of this estimate was evaluated in terms of the geometrical SD to be 1.14. Both the model and observations demonstrate episodes of very strong enhancements of CO concentration in both Moscow (mainly in early August) and in Kuopio (in the end of July and early August). The correlation of the simulated and observed time series is considerable at both locations ($r = 0.88$ in Moscow and $r = 0.76$ in Kuopio). Note that the optimization of just one parameter of our fire emission model (see Eqs. 1 and 2) could adjust the amplitude of CO variations in Moscow but could not insure the rather strong correlation between the simulations and measurements,
if our fire emission data were completely wrong. Most importantly, our simulations are capable of reproducing the major features of the observed CO evolution at a location about a thousand kilometers away from the source regions; in particular, the model and the measurements demonstrate a good agreement of “peak” CO concentrations on 29 July and 8 August. The differences between the simulated and observed CO concentrations in Kuopio can partly be due to the fact that this city was situated at the edge of the smoke plumes (see Fig. 2), where the concentration gradients were large and where the simulations were especially sensitive to any transport and emission errors. Note also that the rather high correlation obtained for the Kuopio site in the case of the BGR scenario ($r = 0.75$) reflects co-variation of the observations with a contribution of anthropogenic pollution transported from Russia to Finland to the CO level in Kuopio; however, the transport of anthropogenic CO (coinciding in space and time with the transport of CO from fires) can explain only a minor part of the observed CO variations. On the whole, the results shown in Fig. 3 indicate that both fire emissions and transport processes during the study period are simulated rather adequately by our modelling system, although not perfectly.

Time series of PM$_{10}$ concentrations from simulations performed with the standard version of CHIMERE (that is, with the STN scenario) and with the VBS-2 scenario (which was found to best reproduce the high PM$_{10}$ concentrations observed in Kuopio on 29 July and 8 August) are shown in Fig. 4 in comparison with corresponding measurement data. The optimal values of $F_{\alpha}$ applied in the simulations for these and the other scenarios to the emissions of all non-volatile and semi-volatile species were derived from PM$_{10}$ measurements (as explained in Sect. 2.6) and are reported in Table 4.

In spite of the considerable differences between the representations of aerosol processes in the different aerosol schemes, simulations for the STN and all of the VBS scenarios demonstrate very similar performance when compared to the Moscow observations (see Fig. 4a and Table 4), mainly because these data have been used to adjust the emissions. However, major differences between the different simulation scenarios become evident when the simulated data are compared to the measurements
in Kuopio (see Fig. 4b and Table 5). Specifically, the VBS version of the model (for the VBS-2 scenario) predicts an about two times larger contribution of fire emissions to PM$_{10}$ concentration on both 29 July and 8 August, and enables achieving much better agreement of the simulations with the measurements on these remarkable days than the standard version. The differences between the performance statistics calculated for the whole time series of the VBS and STN simulations are not quite unequivocal: on the one hand, the use of the VBS scheme instead of the standard scheme is associated with a decrease (from 7.3 to 6.7 µg m$^{-3}$) of the root mean square error (RMSE) and with improving agreement between the mean values of the observed and simulated PM$_{10}$; but, on the other hand, the VBS-2 scenario yields a slightly lower correlation coefficient ($r = 0.88$) than the STN scenario ($r = 0.91$). The decrease in the correlation coefficient is partly due to a strong overestimation of PM$_{10}$ in the VBS simulation (similar to an overestimation of CO in the STN simulation) on 9 August.

Similar to the VBS-2 scenario, the other scenarios with the VBS scheme involving the POA oxidation parameterization by Grieshop et al. (2009a) yield considerably better agreement of simulations with measurements in Kuopio, compared to the STN scenario. The time series of PM$_{10}$ concentrations from these and other scenarios considered (except for the scenario VBS-2 presented in Fig. 4b) are shown in Fig. 5. It is remarkable that the VBS-1 and VBS-4 scenarios yield almost indistinguishable results; that is, the sensitivity of our simulations to changes in the oxidation reaction rate is very small. This result indicates that atmospheric aerosol processing was sufficiently fast, so that those primary POA species that had been evaporated during their transport from the Moscow region to Finland were almost fully oxidized and absorbed by particles in any of the scenarios considered. Nonetheless, the scenario VBS-4 (which features the largest SVOC oxidation rate) yields slightly larger PM$_{10}$ concentrations than the scenario VBS-1, as could be expected. It should be noted that the dependence of the OA concentration on the OH reaction rate or on the accommodation coefficient in the model is in general nonlinear, and the sensitivity of our simulations to changes of these parameters is small only in the limited range of the model parameter values. For exam-
ple, results for the VBS-5 scenario (with $k_{\text{OH}} = 0$) are quite different from those for the VBS-1 scenario in Kuopio. PM$_{10}$ concentrations obtained for the VBS-3 scenario are significantly smaller compared to those calculated for the VBS-1 and VBS-4 scenarios. This is an expected result, taking into account that the parameterization by Jathar et al. (2014) assumes much smaller mass yields of the OPOA species than that by Grieshop et al. (2009a).

Note that the simulations presented in Fig. 5 were made using estimates of $F_{\alpha}$ adjusted independently for each scenario. This adjustment partly explains why the scenario “VBS-5” (under which a major fraction of initial particle emissions is expected to be irreversibly lost due to evaporation in the absence of SOA production from SVOCs) yields almost the same results as the scenario “STN”. Indeed, the optimal $F_{\alpha}$ value for the VBS-5 scenario is 54% larger than that for the STN scenario, and this fact indicates (taking into account the difference between the emission factors for POA and OC in accordance with Eq. 4) that about 46% of primary POA species (mostly from the 6th and 7th volatility classes) already evaporated due to dilution (i.e., due to decrease in ambient $C_{\text{OA}}$ levels) before they reached the monitoring sites in the Moscow regions. Further evaporation (mostly from the 5th volatility class) was relatively small and was partly offset by stronger production of SOA from oxidation of VOCs in the VBS scheme than in the standard aerosol scheme (as demonstrated below in Sect. 3.3). Unlike the VBS-5 scenario, the other VBS scenarios yield optimal $F_{\alpha}$ values that are very similar to that for the STN scenario. These estimates indicate that evaporation of POA species within the source region was effectively counterbalanced by SOA production.

To quantify the changes of aerosol concentrations relative to the concentration of CO (which can be regarded as a chemically passive tracer on the time scales considered in this study) in BB plumes, it is convenient to consider the normalized excess mixing ratio (NEMR) (similar, e.g. to Vakkari et al., 2014). In our case, NEMR can be defined as the ratio of $\Delta$PM$_{10}$ to $\Delta$CO, where $\Delta$ denotes the “excess” concentration contributed by fires.
Figure 6 illustrates the spatial distributions of NEMR in the smoke plumes transported from Russia to Finland on 29 July and 8 August according to our simulations for the STN and VBS-2 scenarios. Evidently, the NEMR distributions obtained for these two scenarios are strikingly different. In particular, while NEMR calculated with the standard version of CHIMERE tends to decrease (apparently due to mainly aerosol deposition) as the smoke is transported away from the major fires that occurred south-east from Moscow (see Fig. 2e and f), the VBS version enables net production of aerosol during the same smoke transport events. Therefore, our simulations indicate a major role of oxidation processes, which dominate over evaporation of primary SVOCs due to smoke dilution and over dry deposition almost everywhere. As one of the spectacular manifestations of the fundamental differences between the representations of aerosol processes in the standard and VBS schemes, the NEMR values in the grid cell corresponding to Kuopio are more than two times larger in the VBS simulation than in the standard simulation. In general, the NEMR values are largest at the edges of the plumes, where the aerosol is likely to be more “aged” and more diluted. The increase of NEMR in the central (most dense) part of the plumes can be hampered by relatively slow evaporation of POA species and also by slowing-down of SVOC oxidation due to attenuation of photolysis rates by BB smoke (note a “valley” of NEMR local minimums in Fig. 6d along a direct (imaginary) line connecting Moscow and Kuopio; this “valley” coincides with the location of the thickest smoke (see Fig. 2d)).

To characterize the NEMR values over the whole study period, we evaluated the slope of a linear fit to a relationship between the $\Delta PM_{10}$ and $\Delta CO$ values on all days where the contribution of fires to CO concentration exceeded (according to our simulations) 10%. Such “fitted” NEMR values (denoted below as $[\Delta PM_{10}/\Delta CO]_{\text{fit}}$) were calculated independently for the Moscow and Kuopio sites, both with the measurement and simulation data (see Fig. 7 and Tables 4 and 5).

Comparison of the $[\Delta PM_{10}/\Delta CO]_{\text{fit}}$ values calculated using measurement data reveals that $[\Delta PM_{10}/\Delta CO]_{\text{fit}}$ is almost two times larger in Kuopio (0.13 gg$^{-1}$) than in Moscow (0.069 gg$^{-1}$). We regard this fact (which was not noted in earlier publications)
as strong observational evidence of SOA formation in BB plumes during their transport from the Moscow region to Kuopio. In order to make sure that the major difference between the “observed” $[\Delta \text{PM}_{10}/\Delta \text{CO}]_{\text{fit}}$ values for Moscow and Kuopio is not an artefact of averaging of CO and PM$_{10}$ measurements from 4 different monitoring stations in Moscow and/or a result of a technical failure of one of the monitors, we additionally evaluated $[\Delta \text{PM}_{10}/\Delta \text{CO}]_{\text{fit}}$ for each of the monitoring sites separately. The following values – 0.080, 0.056, 0.022, and 0.086 $\text{gg}^{-1}$ – were found with the data from the “Zelenograd”, “MGU”, “Pavlovskii Posad”, and “Kozhuhovo” monitoring stations, respectively. All these values (in spite of their big differences, which probably reflect regional variability of $\Delta \text{PM}_{10}$ and $\Delta \text{CO}$ ratios due to varying emissions factors for different fires) are considerably smaller than the $[\Delta \text{PM}_{10}/\Delta \text{CO}]_{\text{fit}}$ value obtained from the measurements in the city of Kuopio.

In line with the results shown in Fig. 6a and c, the CHIMERE standard version (which yields little SOA in BB plumes) fails to explain the increase of NEMR in Kuopio by predicting a much smaller relative increase in the aerosol concentration: $[\Delta \text{PM}_{10}/\Delta \text{CO}]_{\text{fit}}$ is calculated to be only 10% larger in Kuopio than in Moscow. Probably, this change mostly reflects the variability of the daily NEMR values. In contrast, the VBS-2 simulation reproduces the observed changes in the NEMR values almost perfectly. Using the VBS scheme with the other scenarios (except for the VBS-5 scenario) also results in a better agreement of the $[\Delta \text{PM}_{10}/\Delta \text{CO}]_{\text{fit}}$ values obtained from simulations and measurements (see Table 5).

### 3.2 Aerosol optical depth

Figure 8 presents the spatial distribution of AOD on 8 August 2010 according to simulations performed with the STN and VBS-2 scenarios in comparison with the corresponding MODIS measurement data. A very large BB plume reaching Kuopio is clearly visible both in the model and measurements data, although there are also considerable differences between measurement and simulations. Visually, the differences are largest between the measurement data and the simulations made with the STN sce-
scenario: clearly, the standard model strongly underestimates AOD in many locations, including both Moscow and Kuopio. The differences between the measurements and the VBS-2 simulations are smaller, and much better agreement between them is evident compared to the results for the STN scenario. Interestingly, the VBS method gives significantly larger AOD than the standard method even in the source region, although the corresponding near-surface PM$_{10}$ concentrations predicted with the both methods are very similar. In fact, we found that the VBS-2 simulation predicts a larger contribution of SOA to OA concentrations at higher altitudes (in the Moscow region) than to near-surface concentrations; this can be due to both a larger typical “age” of AO situated at higher altitudes and lower temperatures leading to more condensation of SVOCs.

Time series of daily AOD values averaged over the study region are shown in Fig. 9. Averaging the AOD data over the whole domain is expected to minimize the contribution of random errors in the simulations and measurements to the respective time series. Evidently, the standard simulation strongly underestimates AOD. The simulation with the VBS-2 scenario typically predicts a much larger (more than a factor of 2, on the average) contribution of BB aerosol to AOD, compared to the simulation with the STN scenario. Accordingly, the use of the VBS method instead of the standard one enables much better overall agreement of simulations with the measurements, although a negative bias in the simulated data is not completely eliminated. A part of this bias may, in principle, be due to uncertainty (∼20%) in the estimate of the mass extinction efficiency employed in this study to convert the simulated aerosol mass column concentration into AOD (see also Sect. 2.3).

It should be kept in mind that not only our simulations are imperfect, but that the AOD measurement data that we use here for comparison can also contain considerable uncertainties. In particular, van Donkelaar et al. (2011) found that the relative error of the “operational” AOD retrievals at the 10 km × 10 km resolution in the Moscow region between 26 July and 20 August 2010 was on average about 20%, and that a part of this error was due to incorrect identification of some aerosol as cloud. Although the uncertainties in the level 3 data product (at the 1° × 1° resolution) used in this study...
is likely to be smaller than those in the operational retrievals, spatial averaging could hardly diminish probable systematic uncertainties associated with the cloud screening algorithm. Based on the analysis by van Donkelaar et al. (2011), it seems safe to assume that those systematic uncertainties on average do not exceed 10%; however, they may occasionally be much larger in grid cells where AOD is approaching a value of 5 (since the standard MODIS algorithm removes any retrieved AOD greater than this value).

3.3 Aerosol composition

Although our simulations based on a simple VBS scheme do not allow distinguishing between different chemical compounds contributing to OA matter, they still can provide some useful insight into the changes of aerosol composition caused by absorption/desorption and oxidation processes involving SVOCs (that is, by the processes that are largely disregarded in the framework of the conventional approach to OA modelling). Figure 10 compares the speciation of BB aerosol according to our simulations made with the STN and VBS-2 scenarios. Specifically, we consider near-surface data from two model grid cells covering the city centers of Moscow and Kuopio. The Moscow and Kuopio data correspond to 18:00 UTC on 7 and 8 August, respectively: we expect that the differences between these data qualitatively reflect changes in the BB aerosol composition as a result of aerosol ageing during transport of BB plumes between the source and “recipient” regions considered.

Obviously, the results obtained with the standard and VBS schemes are profoundly different. In particular, while the STN simulation predicts that more than 90% of BB aerosol composition is determined by POA species both in Moscow and in Kuopio, the VBS-2 scenario indicates a large contribution of secondary organic species (S-SOA) originating from oxidation of SVOCs. As expected, the fraction of S-SOA species is much larger in Kuopio (71%) than in Moscow (38%), with the POA fraction shrinking from 49% in Moscow to merely 12% in Kuopio. Note that a considerable S-SOA fraction in Moscow confirms that oxidation processes were rapid enough to already trans-
form the composition of BB aerosol on its way (typically having taken several hours) from the fire spots to Moscow.

Compared to the standard scheme, the VBS scheme yields also a larger fraction of SOA (V-SOA) formed from oxidation of volatile (traditional) precursors, but the contribution of V-SOA still remains minor even in the aged plumes. Both scenarios predict that the black carbon (BC) fraction is, expectedly, also small at both locations and does not exceed 5%. Our results for Moscow are compatible with the average OC/BC ratio of 14.2 observed there by Popovicheva et al. (2014) on smoky days in August 2010 (assuming that the ratio of POM to OC was about 2, this observation indicates that the mass fraction of BC was on average about 3.5%). Interestingly, the BC fraction in Kuopio is almost 2 times less in the VBS simulation than in the standard model run. This is a result of increasing the total mass of aerosol particles due to absorption of oxidized material. Data of BC measurements in Kuopio were available only from the Puijo tower atmospheric measurement station (Leskinen et al., 2009; Portin et al., 2012), which unfortunately did not provide simultaneous accurate measurements of PM$_{10}$ or OC. However, if we assume that the contribution of BB aerosol to PM$_{10}$ on the “smoky” days (29 July and 8 August) at the Puijo site was the same as that to PM$_{10}$ at the Maaheerankatu site, we can estimate (using the data from Table 1 in Portin et al., 2012) that the mass fraction of BC aerosol was about 2%. Obviously, using such an “approximate” estimate does not enable us to make any firm conclusion about the relative accuracy of our VBS-2 or STN simulations with regard to the BC fraction, but nonetheless it indicates that the BC fraction in BB aerosol in Kuopio could be lower than that predicted by the standard model.

### 3.4 Top-down estimates of BB aerosol emissions

Obtaining top-down estimates (that is, estimates constrained by atmospheric measurements) of emissions of aerosols (as well as gaseous species) by using the inverse modelling approach (see, e.g., Enting, 2002; Zhang et al., 2005; Dubovik et al., 2008; Huneeus et al., 2012; Xu et al., 2013) is aimed at validation and improving “bottom-
up” emission inventories and advancing our general knowledge of the emission processes. As noted in the introduction, the models employed in inverse modelling studies have conventionally simulated BB aerosol under the assumption that it consists of non-volatile material. Here we examined, in particular, whether or not top-down estimates of BB emissions could change significantly if this assumption was relaxed in accordance with the VBS approach to OA modelling.

We obtained top-down estimates of total emissions of aerosol from fires in the study region during the period from 1 July to 31 August 2010 by using the MODIS AOD measurements and the correction factor ($F_\alpha$) values estimated for the period covered by our simulations (from 15 July to 20 August). The $F_\alpha$ estimates are applied to the extended period, taking into account that fire emissions in the first half of July and the second half of August were relatively very small, in order to compare our emission estimates with available monthly data of bottom-up inventories. Our emission estimates, along with the corresponding estimates of the correction factor $F_\alpha$ for the same modelling scenarios as those discussed above (except for the estimates for the “unrealistic” scenario “VBS-5”), are presented in Fig. 11. The emissions estimates are shown in comparison with the data from the bottom-up fire emission inventories, such as GFED3.1 and GFASv1.0, for emissions of total particulate matter (TPM), while the estimates of $F_\alpha$ derived from satellite measurements are presented along with the corresponding estimates obtained from ground-based measurements (see also Table 4). The estimates for the scenario VBS-5 are omitted from these figures, because they turn out to be much larger (as could be expected) than those for all the other scenarios and are clearly unrealistic (in particular, the total aerosol emissions were 1.8 Tg according to the VBS-5 scenario, compared to 1.3 Tg for the STN scenario). The much larger estimate for the VBS-5 scenario (relative to the estimates for the both STN scenario and the other VBS scenarios) is indicative of the major roles of both SOA formation and dilution of POA in the study region during the period of intense fires. Note that the uncertainties of the different estimates of the top-down emissions and the correction factors are not statistically independent. The emission estimates for the VBS scenarios
are reported assuming the ambient level of OA concentration ($C_{OA}$) during the emission factor measurements to be $10 \text{ mg m}^{-3}$ (see Sect. 2.4.2); under this assumption, the total POA emissions are about 20% larger. Optimization of $F_\alpha$ is expected to compensate possible uncertainties in the POA emission factors. Note again that the experimental data for the OA emission factors can depend (as argued, e.g., by Robinson et al., 2007) on $C_{OA}$ and ambient temperature, which are unfortunately not reported in the literature together with the emission factor estimates.

It is remarkable that (1) the BB aerosol emission estimate obtained using the standard model (1.3 TgTPM) is about 60% larger than the corresponding estimate based on using the VBS approach with the VBS-2 scenario (0.8 TgTPM), (2) the estimates for the scenarios “VBS-1” and “VBS-4” are also considerably smaller than the estimate for the STN scenario, (3) all estimates based on using the VBS approach (except for the estimate for the unrealistic VBS-5 scenario) show better agreement with both the GFASv1.0 and GFED3.1 data than the estimate for the STN scenario. Another important result is that the optimal estimate of $F_\alpha$ (and the corresponding top-down emission estimates) derived from the AOD measurements for the VBS-2 scenario is consistent (within the range uncertainty) with the corresponding estimate derived from local near-surface monitoring data, while this is obviously not the case with the estimate obtained by using the standard approach. The inconsistency of the estimates based on the independent data means that they fail to pass the cross-validation, and is indicative of major deficiencies of simulations based on the standard approach. On the other hand, the fact that the estimates of $F_\alpha$ derived from satellite and ground-based measurements at least with the “best” VBS scenario are consistent provides strong evidence in favor of the reliability of our top-down emission estimates obtained with the VBS approach.

Regarding the remaining differences between our emission estimates and the corresponding data of the GFED3.1 inventory, it can be noted that there is evidence (e.g., Fokeeva et al., 2011; Konovalov et al., 2011; Krol et al., 2013) that the GFED3.1 inventory strongly underestimated the CO emissions from the 2010 Russian fires; it seems
thus reasonable to expect that the TPM emissions were also underestimated by this inventory.

4 Summary and concluding remarks

In this study, we used the volatility basis set (VBS) approach to organic aerosol (OA) modelling to simulate the mesoscale evolution of aerosol from open biomass burning for the case of the mega-fire event that occurred in Russia in summer 2010. We modified the VBS scheme in the CHIMERE chemistry transport model by using data from laboratory experiments aimed at studying gas-particle partitioning and oxidation processes in the mixtures of gases and aerosols emitted from biomass burning (BB). Unlike the VBS approach, the “conventional” OA modeling approach used in the standard version of CHIMERE disregards the volatility of primary OA species and the formation of secondary organic aerosol by oxidation of semi-volatile precursors. Several simulations scenarios were considered to test the sensitivity of the model output data to possible uncertainties in the parameters of the VBS scheme and to evaluate the relative role of dilution and oxidation processes in the evolution of aerosol in BB plumes. Emissions of gases and particles from fires were modelled using fire radiative power (FRP) data from satellite (MODIS) measurements, and were constrained by CO and PM$_{10}$ air pollution monitoring data in the Moscow region.

The results of simulations made with the VBS scheme are compared with corresponding results obtained with the standard OA scheme in CHIMERE and with data from ground-based and satellite measurements. In particular, we evaluated our simulations with respect to the normalized excess mixing ratio (NEMR) of BB aerosol (defined as the ratio of enhancements caused by fires in PM$_{10}$ and CO concentrations) by using measurements at an air pollution monitoring site in the city of Kuopio, Finland (situated about 1000 km north-west from Moscow). While the standard simulations were found to strongly underestimate the observed NEMR in Kuopio (which turned out to be about two times larger there than in Moscow, thus indicating the gain of BB aerosol...
mass during transport from Russia to Finland), the simulations based on the VBS approach proved to be in a good agreement with the measurements. Similar results were obtained when evaluating our simulations against satellite AOD measurements. In particular, the use of the VBS approach enabled reducing RMSE of simulations by almost a factor of two relative the simulations based on the “conventional” approach.

It should be emphasized that our numerical experiments with the VBS scheme were neither intended nor allowed us to estimate the real values of the parameters of the processes considered. Indeed, our VBS scheme provides only a very simplistic representation of the complex processes involving absorption/desorption and oxidation of organic material. For example, Donahue et al. (2012) argue that assuming a two-dimensional volatility-oxidation space (2-D-VBS) enables constraining the average organic properties more tightly than the more conventional one-dimensional scheme used in this study. An even much more complex (and potentially realistic) OA evolution scheme could involve explicit characterization of chemical and physical properties of different organic species (Aumont et al., 2005). A general problem arising with more complex schemes is the lack of sufficient laboratory or ambient measurement data needed to constrain all the parameters. On the other hand, there is always the possibility that a simplistic scheme may demonstrate good performance for a wrong reason; for example, when optimization of its parameters compensates some systematic model errors. In our case, systematic model errors may be associated, in particular, with disregarding the fragmentation process (splitting of C-C bonds, which tends to increase volatility) and a simplified representation of the functionalization processes (which tend to decrease volatility); a potentially important role of these processes was discussed in detail, e.g., by Murphy et al. (2012). Our model also disregards formation of new OA particles (i.e., the nucleation process), which may be important at least during the initial hours of the atmospheric processing of BB smoke (e.g., Vakkari et al., 2014). Nonetheless, our results provide strong evidence that the VBS method applied in this study to a special case of modeling aerosol originating from wildfires is indeed superior to the “conventional” method.
Important implications of using the VBS instead of the “conventional” approach for modeling the evolution of BB aerosol include, in particular, major changes in the composition of the aerosol particles. Our results show that the ageing of BB aerosol is associated with replacement of primary organic aerosol (POA) species by secondary organic aerosol (SOA) species, formed mostly from oxidation of semi-volatile organic compounds (SVOC). Specifically, according to our VBS simulations, SOA contributed about 90% to BB aerosol in Kuopio during an air pollution event on 8 August 2010. Oxygenated organics are likely to contain light-absorptive brown carbon (Saleh et al., 2013), are known to be more hygroscopic (Jimenez et al., 2009) and are expected to have a larger health impact, when inhaled as particles (Stevanovic et al., 2013), than primary organics. Therefore, BB aerosol ageing (which obviously cannot be described adequately with the “conventional” approach) should be taken into account in climate models where the absorptivity and hygroscopicity of aerosol (providing cloud condensation nuclei) are important parameters (e.g., Andreae and Ramanathan, 2013; Andreae and Rosenfeld, 2008; Pöschl et al., 2009) as well as in air pollution models.

Finally, we found that the replacement of the standard aerosol model in CHIMERE by the VBS scheme had a considerable impact on the top-down BB emission estimates derived from satellite AOD measurements by means of inverse modeling. Specifically, the total BB aerosol emissions from the 2010 Russian fires in the region and period considered in this study are estimated to be about 60% larger with the “conventional” method than with the VBS scheme. Moreover, it was found that while both satellite and ground based measurements enabled consistent constraints to aerosol emissions from the 2010 Russian fires when CHIMERE employs the VBS scheme, this was not the case when the standard aerosol scheme was used.

Future studies of BB aerosol evolution, combining modeling with laboratory and field measurements, should provide stronger constraints to the parameters of the OA transformation processes addressed in the framework of the VBS approach, and enable further development of the VBS approach for the particular case of OA originating from open biomass burning. Further efforts are also needed for achieving better under-
standing of possible differences between the ageing of BB aerosol from fires in different regions and climate zones and addressing these differences in chemistry transport and climate models.
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Table 1. Biomass burning emission factors ($\beta$, g kg$^{-1}$) specified in the emission model (see Eq. 1) for different types of vegetative land cover. The data are based on Andreae and Merlet (2001) and subsequent updates.

<table>
<thead>
<tr>
<th></th>
<th>agricultural burning</th>
<th>grassland</th>
<th>forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC</td>
<td>4.2</td>
<td>3.1</td>
<td>7.7</td>
</tr>
<tr>
<td>BC</td>
<td>0.42</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td>CO</td>
<td>95</td>
<td>65</td>
<td>115</td>
</tr>
<tr>
<td>NMHC</td>
<td>9.9</td>
<td>5.5</td>
<td>8.7</td>
</tr>
<tr>
<td>NO$_x$</td>
<td>2.44</td>
<td>2.49</td>
<td>3.10</td>
</tr>
</tbody>
</table>
**Table 2.** Simulation settings for the different modelling scenarios with emissions from fires. The POA oxidation schemes I and II are based on the parameterizations described in Grieshop et al. (2009a) and Jathar et al. (2014), respectively (see Sect. 2.4.2). The corresponding volatility distributions are specified in Table 3. Note that along with the simulations based on the “fire” scenarios listed in the table, an additional model run (“BGR”) was made to simulate “background” conditions in the absence of fires (see Sect. 2.7).

<table>
<thead>
<tr>
<th>Modeling scenario</th>
<th>( k_{\text{OH}} ), ( \text{cm}^3\text{s}^{-1} )</th>
<th>POA oxidation scheme</th>
<th>Volatility distribution type</th>
</tr>
</thead>
<tbody>
<tr>
<td>STN</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>VBS-1</td>
<td>( 2 \times 10^{-11} )</td>
<td>I</td>
<td>A</td>
</tr>
<tr>
<td>VBS-2</td>
<td>( 2 \times 10^{-11} )</td>
<td>I</td>
<td>B</td>
</tr>
<tr>
<td>VBS-3</td>
<td>( 2 \times 10^{-11} )</td>
<td>II</td>
<td>A</td>
</tr>
<tr>
<td>VBS-4</td>
<td>( 4 \times 10^{-11} )</td>
<td>I</td>
<td>A</td>
</tr>
<tr>
<td>VBS-5</td>
<td>N/A</td>
<td>N/A</td>
<td>A</td>
</tr>
</tbody>
</table>
Table 3. Volatility distributions ($f_i$) used in the different simulation scenarios (see Table 1). The distributions are based on the data by May et al. (2013) and were used together with the recommended values of the accommodation coefficient and the enthalpies ($\gamma = 1.0$, $H_{\text{vap}} = 85 - 4\log C_i^*)$.

<table>
<thead>
<tr>
<th>$C_i^*$</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>$10^2$</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$10^3$</td>
<td>0.1</td>
<td>0.15</td>
</tr>
<tr>
<td>$10^4$</td>
<td>0.3</td>
<td>0.45</td>
</tr>
</tbody>
</table>
Table 4. Characteristics of the simulation data (after bias correction) compared to air pollution measurements at monitoring stations in the Moscow region. $F_\alpha$ are the optimal estimates for the fire emission correction factor (see Eq. 1) derived from PM$_{10}$ data; the geometric SD characterizing uncertainties in $F_\alpha$ are given in parentheses. PM$_{10}$ is the mean PM$_{10}$ concentration over the study period. [$\Delta$PM$_{10}/\Delta$CO]$_{\text{fit}}$ is the normalized excess mixing ratio evaluated as the slope of a linear fit to the relationship between perturbations of CO and PM$_{10}$ concentrations on days affected by fire emissions (see also Fig. 7).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Observations</th>
<th>Simulation scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STN</td>
<td>VBS-1</td>
</tr>
<tr>
<td>$F_\alpha$ N/A</td>
<td>1.03(1.09)</td>
<td>1.05(1.09)</td>
</tr>
<tr>
<td>PM$_{10}$ [µg m$^{-3}$]</td>
<td>1.23 x 10$^2$</td>
<td>1.02 x 10$^2$</td>
</tr>
<tr>
<td>RMSE [µg m$^{-3}$]</td>
<td>N/A</td>
<td>8.15 x 10$^1$</td>
</tr>
<tr>
<td>$r$ N/A</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>[$\Delta$PM$<em>{10}/\Delta$CO]$</em>{\text{fit}}$</td>
<td>6.94 x 10$^{-2}$</td>
<td>6.68 x 10$^{-2}$</td>
</tr>
</tbody>
</table>
### Table 5. Characteristics of simulation data (after bias correction) compared to air pollution measurements at the Maaherrankatu site in Kuopio.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Observations</th>
<th>Simulation scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STN</td>
<td>VBS-1</td>
</tr>
<tr>
<td>$\text{PM}_{10}$ [$\mu \text{g m}^{-3}$]</td>
<td>$1.75 \times 10^1$</td>
<td>$1.58 \times 10^1$</td>
</tr>
<tr>
<td>$\text{RMSE}$ [$\mu \text{g m}^{-3}$]</td>
<td>N/A</td>
<td>7.25</td>
</tr>
<tr>
<td>$r$</td>
<td>N/A</td>
<td>0.91</td>
</tr>
<tr>
<td>$[\Delta \text{PM}<em>{10}/\Delta \text{CO}]</em>{\text{fit}}$, [gg$^{-1}$]</td>
<td>$1.30 \times 10^{-1}$</td>
<td>$7.32 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
Figure 1. Diurnal profiles of fire emissions ($h_e(t)$) and daily FRP maximums ($h_m(t)$) used in the emission model (see Eqs. 1 and 2).
Figure 2. Simulated near-surface concentration (mg m\(^{-3}\)) of fire-emitted CO at 18:00 UTC on (a, b) 28 and 29 July and on (c, d) 7 and 8 August 2010, respectively, along with spatial distributions of CO amounts (gm\(^{-2}\)) emitted from fires on (e) 28 July and (f) 7 August 2010.
Figure 3. Time series of daily CO concentrations in Moscow (a) and in Kuopio (b). The CO concentration for the simulation scenario “STN” (see the red lines with crosses) are obtained by taking into account both anthropogenic and fire emissions (as explained in Sect. 2.7), while that for the “BGR” run (see the solid brown lines) reflects only anthropogenic CO emissions (along with other sources contributing to the boundary conditions for CO). The dashed blue lines depict the model bias (representing the systematic difference between the simulations and measurements on days not affected by fires); note that a negative bias (specifically, in the plot “a”) is shown with the opposite sign. The measurement data (from Mosecomonitoring stations and the Maaherrankatu site in Kuopio) are shown by green lines. The vertical dashed lines indicate the CO concentrations observed (a) in Kuopio on 29 July and 8 August and (b) in Moscow on 28 July and 7 August.
Figure 4. The same as in Fig. 3 but for PM$_{10}$ concentrations, except that in addition to results for the STN and BGR runs, this figure shows (by a purple line) results for the VBS-2 run.
Figure 5. Time series of daily PM$_{10}$ concentrations according to different simulation scenarios in comparison with measurements in Kuopio. Note that the time series for the VBS-2 scenario, which is shown in Fig. 4b, is omitted in this figure.
Figure 6. Normalized excess mixing ratio (NEMR) calculated as the ratio of near-surface mass concentrations of PM$_{10}$ and CO (g g$^{-1}$) originating from the fires. The NEMR values are shown only in the grid cells with CO concentration exceeding 100 µg m$^{-3}$ for 29 July (a, b) and 8 August (c, d) 2010 according to the STN (a, c) and VBS-2 (b, d) scenarios.
Figure 7. Scatter plots of the enhancements of PM$_{10}$ and CO concentrations ($\Delta$PM$_{10}$ and $\Delta$CO) in (a) Moscow and (b) Kuopio on days affected by smoke from fires. Note that the relative scales of the $\Delta$PM$_{10}$ and $\Delta$CO values are the same on both plots. The slope of a linear fit to the data provides an estimate of NEMR (see Sect. 3.1). The shaded areas depict uncertainties of the fits at the 68 % confidence level.
**Figure 8.** Spatial distributions of AOD at 550 nm on 8 August 2010 according to simulations for the scenarios “VBS-2” (a) and “STN” (b) in comparison with the MODIS measurement data (c).
Figure 9. Time series of AOD at 550 nm obtained from simulations made with different scenarios and derived from the MODIS measurements. The daily data are averaged over the whole study region (see Fig. 8).
Figure 10. Composition of BB aerosol according to the simulations scenarios “STN” and “VBS-2” (a) in Moscow (at 18:00 UTC on 7 August 2010) and (b) in Kuopio (at 18:00 UTC on 8 August 2010).
Figure 11. (a) Top-down estimates (in Tg) of total BB aerosol emissions from the study region in the period from 1 July to 31 August 2010 according to different simulation scenarios and in comparison with total particulate matter (TPM) emission data from the GFASv1.0 and GFED3.1 inventories. The estimates are derived from the MODIS AOD measurements. (b) The corresponding optimal estimates of $F_{\alpha}$ derived from MODIS (boxes with solid filling) measurements in comparison with corresponding estimates (boxes with dashed filling) obtained from ground-based measurements in the Moscow region. Note that the estimates for the “unrealistic” scenario “VBS-5”, which would exceed the axis limits (see Sect. 3.4), are not shown.