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Abstract

Primary marine aerosol composed of sea salt and organic material is an important
contributor to the global aerosol load. By comparing measurements from two EMEP
(co-operative programme for monitoring and evaluation of the long-range transmissions
of air-pollutants in Europe) intensive campaigns in June 2006 and January 2007 with5

results from an atmospheric transport model this work shows that accounting for the
influence of the sea surface temperature on the emission of primary marine aerosol
improves the model results towards the measurements in both months. Different sea
surface temperature dependencies were evaluated. Using correction functions based
on Sofiev et al. (2011) and Jaeglé et al. (2011) improves the model results for coarse10

mode particles. In contrast, for the fine mode aerosols no best correction function could
be found. The model captures the low sodium concentrations at the marine station
Virolahti II (Finland), which is influenced by air masses from the low salinity Baltic Sea,
as well as the higher concentrations at Cabauw (Netherlands) and Auchencorth Moss
(Scotland). These results indicate a shift towards smaller sizes with lower salinity for the15

emission of dry sea salt aerosols. Organic material was simulated as part of primary
marine aerosol assuming an internal mixture with sea salt. A comparison of the model
results for primary organic carbon with measurements by a Berner-impactor at Sao
Vincente (Cape Verde) indicated that the model underpredicted the observed organic
carbon concentration. This leads to the conclusion that the formation of secondary20

organic material needs to be included in the model to improve the agreement with the
measurements.

1 Introduction

Sea salt dominates the aerosol mass in the marine atmosphere (O’Dowd and de
Leeuw, 2007). Due to their high hygroscopicity sea salt aerosol (SSA) particles can25

be easily activated and act as cloud condensation nuclei (CCN) (Pruppacher and Klett,
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1997; O’Dowd and Smith, 1993; Quinn et al., 1998; Murphy et al., 1998; Pierce and
Adams, 2006). Sea salt droplets take part in heterogeneous chemical and microphys-
ical transformations, thus influencing traces gases in the marine boundary layer (e.g.,
von Glasow et al., 2002). SSA also impacts the incoming radiation. In clear sky condi-
tions it dominates the aerosol extinction of solar radiation over larger parts of the ocean,5

regionally contributing more than 75% to the aerosol scattering (Haywood et al., 1999;
Grini et al., 2002; Ma et al., 2008; Murphy et al., 1998). Its direct radiative effect is still
highly uncertain (Lundgren et al., 2013), which is also reflected in the uncertainty in
estimates of reduction of the radiation absorbed by the ocean between 0.08–6 Wm−2

(Lewis and Schwartz, 2004).10

In addition to sea salt (SS), primary marine aerosol (PMA) can contain organic mate-
rial (OM) (e.g, O’Dowd et al., 2004). The OM changes cloud condensation nuclei prop-
erties (Roelofs, 2008; Fuentes et al., 2010; Meskhidze et al., 2011; Westervelt et al.,
2012), the direct and indirect radiative effects (Gantt et al., 2012a) and the aerosol
chemistry (Smoydzin and von Glasow, 2007) compared to SS only.15

Estimates of PMA distribution and effects are highly uncertain. A global source
strength of 5000Tgyr−1 with a uncertainty factor of 4 has been reported by Lewis
and Schwartz (2004). A comparison of different models showed global emission rates
between 3 and 18Tgyr−1 (Textor et al., 2006). The high diversities in the modelled SS
emission rates may be caused by insufficient process parameterisation of the emis-20

sion in the currently available SS source functions. The main driver of PMA emission
is the surface wind speed. While Ma et al. (2008) and Fan and Toon (2011) found no
impact of the water temperature on the PMA emission fluxes, the parameterisations
of Mårtensson et al. (2003), Jaeglé et al. (2011) and Sofiev et al. (2011) include the
dependence on the sea surface temperature (SST). Jaeglé et al. (2011) and Sofiev25

et al. (2011) showed the importance of the temperature dependence for SS emission
flux calculations at the global scale. At the regional scale this is indicated by the results
of Tsyro et al. (2011). However, different measurements disagree in the resulting SST
influence on PMA emission.
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This study investigates the effect of SST-correction of the PMA emission flux for re-
gional modelling. The correction functions for the PMA emission flux accounting for
the SST by Jaeglé et al. (2011), Sofiev et al. (2011) and in addition a new param-
eterisation derived from Zábori et al. (2012) are compared with each other and with
measurements from two intensive campaigns within the EMEP network in June 20065

and January 2007 as well as Berner-impactor measurements made at the Cape Verde
Atmospheric Observatory at Sao Vincente in December 2007. The model simulations
were carried out with the regional chemistry and aerosol transport model COSMO-
MUSCAT (COnsortium of Small scale MOdelling – MUlti-Scale Chemical and Aerosol
Transport model) for an “European” region including Iceland and an “African” region.10

2 PMA emission processes

Two processes are mainly responsible for PMA emission. These are the tearing of
drops from wave crests and the bursting of bubbles, which are formed by the entrain-
ment of air to the ocean through breaking waves. The dislocation of water droplets
from the wave crest occurs only at 10 m wind speeds above 7–11 ms−1, producing the15

largest sea spray particles (“spume droplets” Monahan et al., 1983) with a minimum
diameter of 40µm and no defined maximum (Andreas, 1998). Such large droplets have
high deposition and sedimentation velocities resulting in low residence times. There-
fore they are less important for atmospheric microphysical and chemical processes and
are usually neglected in large scale modelling.20

The bubble bursting process is caused by bubbles rising back to the surface after
the entrainment of air to the ocean. They emit two sorts of primary aerosols: small film
droplets and larger jet droplets (Blanchard, 1963). Film droplets are formed during the
collapse of a bubble from the water film, or cap of its top. During that process, up to
a few hundred film droplets are produced per bubble. At 80% relative humidity these25

droplets have typical radii of r80 = 1µm and less (Lewis and Schwartz, 2004). Spiel
(1998) found that film droplets are emitted mainly by bigger bubbles with a bubble ra-
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dius R > 2mm. The second type, the jet droplets are emitted from a vertical jet emerg-
ing from the bottom of the bubble. Up to 6–10 jet droplets per bubble (Mårtensson et al.,
2003; Blanchard, 1983) are emitted by bubbles with radius R < 3.4mm (Mårtensson
et al., 2003). Their size distribution has its maximum around r80 = 4µm (O’Dowd and
Smith, 1993).5

The emission of PMA by bursting bubbles is influenced by parameters that control
the bubble number and size distribution as well as parameters influencing the wave
breaking activity. This includes the entrainment depth, SST, salinity or generally the
composition of the water regarding OM or rather surfactants in the surface water. Wave
breaking activity is controlled by the surface wind speed, wind fetch, wave height or the10

ocean bottom conditions (Lewis and Schwartz, 2004, and citations therein).

2.1 Wind speed dependence

Surface wind speed (10m) is the only parameter controlling the emission rate in most of
the SSA emission functions (Monahan et al., 1986; Smith et al., 1993; Smith and Har-
rison, 1998; Gong, 2003; Clarke et al., 2006). Wind stress at the ocean surface causes15

wave formation and wave breaking, leading to the entrainment of air and the produc-
tion of bubbles in the ocean, but also causes the tearing of droplets from wave crests.
Its impact on wave height and thus surface roughness length influences the vertical
transport of aerosols by turbulence and thereby controlling the effective PMA produc-
tion. The PMA production through bubble bursting has been found to be dependent20

on the particle production per whitecap area and the whitecap coverage, which were
assumed to be independent from each other by Monahan et al. (1986) and Mårtens-
son et al. (2003), who treated only the whitecap coverage to be dependent on the wind
speed. Mårtensson et al. (2003) found that the function F ∝ U3.41

10 of Monahan and
O’Muircheartaigh (1980) for the whitecap coverage resulted in the most similar slope25

to the measurements by Nilsson et al. (2001), compared to others. Here, F stands for
the particle flux and U10 for the wind speed at a height of 10 m. Keene et al. (2007)
found the production of marine aerosol through bubble bursting to be proportional to
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the amount of air detrained from the water column. With the assumption that all air,
which entrains into the water column detrains as bubbles, the dependency F ∝ U3.74

10
was found (Long et al., 2011). This exponent is nearly the same as found by Wu (1979)
for the whitecap dependency on surface wind speed.

2.2 Enrichment with organic material5

OM can be an important part of PMA (e.g., Blanchard, 1964). Current parameterisa-
tions (Gantt et al., 2012b, and citations therein) afford a quantification of the amount
of organics in the aerosols. Although many components and chemical species could
be found, a large fraction is still unknown (e.g. Gantt and Meskhidze, 2013). This
leads to considerable model uncertainties by using OM as universal tracer (Roelofs,10

2008; Fuentes et al., 2010; Meskhidze et al., 2011; Westervelt et al., 2012; Gantt et al.,
2012a). The fraction of OM in the PMA is found to be proportional to the primary pro-
duction near the oceanic surface traced by the chlorophyll a concentration (O’Dowd
et al., 2004; Sciare et al., 2009) and inversely proportional to the aerosol diameter
(Barker and Zeitlin, 1972; Hoffmann and Duce, 1977; Oppo et al., 1999; O’Dowd et al.,15

2004; Rinaldi et al., 2009). The surface wind speed can further influence the organic to
SS mass ratios in PMA (Gantt et al., 2011, and citations therein). The organic fraction
in the oceanic surface water increases towards the surface (e.g. Russel et al., 2010)
and forms surface films (Hardy, 1982) including surface-active material (Duce and Hoff-
mann, 1976). These surface films exist only under calm wind conditions and break up20

at 10 m wind speeds above 8ms−1 (Carlson, 1983). They can lead to wave suppres-
sion (Sellegri et al., 2006) resulting in lower emission rates. At higher wind speeds
the concentration of organics in PMA is lower due to decreased near-surface concen-
tration through stronger oceanic mixing. The surface active material surrounds the air
bubbles in the water thus decreasing the gas exchange rate between the bubble and25

the water and increasing the rising speed of the bubbles (Lewis and Schwartz, 2004),
resulting in changes in the bubble size spectra. Furthermore it stabilises the bubbles at
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the ocean surface and allows them to thin out before bursting, which results in a shift
of the particle spectra towards smaller sizes (Sellegri et al., 2006; Modini et al., 2013).

Summarising different measurements, Gantt and Meskhidze (2013) concluded that
OM can displace SS or act as additional material in the emitted aerosols. This contri-
bution is size dependend (Gantt and Meskhidze, 2013). Due to the lack of knowledge5

of a detailed quantification of that effect, it was decided to treat PMA as internal mixture
with SS being replaced by OM for this work. With this assumption the volume of the
total emitted PMA VP is is represented by:

VP = VSS + VOM , (1)

where VSS and VOM stands for the volumes of dry SS and OM respectively. The volume10

ratio RV between OM and SS is expressed as:

RV =
VOM

VSS
(2)

and the ratio RVp between OM and dry PMA:

RVp =
VOM

VP
. (3)

2.3 Dependence of PMA emission on SST15

The SST can influence the physical processes controlling the PMA emission flux
through bubble bursting via the viscosity of the water, the surface tension at the bound-
ary between water and air, the molecular diffusivity and the solubility of gases. These
properties impact on the coalescence of the bubbles, the gas exchange between the
bubble and the surrounding water and the rising speed and thus the residence time of20

a bubble.
The kinematic viscosity of water decreases by a factor 2.2 with a temperature change

from 0 to 30 ◦C (e.g., Chen et al., 1973). This leads to a 2.2 times lower rise speed of
383
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air bubbles at 0 ◦C due to the inverse proportional relationship assuming Stokes motion
(Lewis and Schwartz, 2004). The resulting higher residence time in cold waters leads
to an increase in the coalescence of bubbles, thus decreasing the number of smaller
bubbles and increasing the number of bigger bubbles (Pounder, 1986).

The higher solubility of gases at cold temperatures in combination with the higher5

residence time of the bubbles lead to higher gas exchange rates between the bubble
and the surrounding water. This is partly compensated by the lower diffusivity (Thrope
et al., 1992). The gas exchange leads to a shrinking of the bubbles during their rise
to the ocean surface. Smaller bubbles dissolve completely while bigger bubbles can
survive. Higher exchange rates in colder waters lead to a decrease in the number of10

smaller bubbles resulting in a shift of the bubble size distribution towards bigger bubbles
(see also Sect. 4.4.2., Fig. 35 Lewis and Schwartz, 2004).

Surface tension decreases only by 6% for temperature changes between 0 and
30 ◦C, but may also impact the PMA emission. It may influence the breakup of bubbles
in the water, bubble shape and the rising velocity as well as the breakup processes at15

the surface (Blanchard, 1963; Lewis and Schwartz, 2004).
In summary, lower SST lead to a decrease in the number concentration of small and

an increase of large bubbles, resulting in a shift in the PMA size distribution.
Several laboratory studies confirm the influence of the SST on PMA emission

(Bowyer et al., 1990; Mårtensson et al., 2003; Sellegri et al., 2006; Hultin et al., 2011;20

Zábori et al., 2012). Disagreements in the studies may be due to differences in the
experimental setup. All authors found an increase in the number concentrations of
small particles with decreasing temperature. Zábori et al. (2012) found a up to 10-fold
increase for particles with diameter between 0.012µm and 1.8µm when reducing tem-
peratures from 13–16 ◦C to 0 ◦C. Similarly Hultin et al. (2011) and Bowyer et al. (1990)25

also found a 4 to 5 times increasing particle number concentration with decreasing tem-
perature for particles with a dry diameter of 0.02µm to 1.8µm and 0.25µm to 1.5µm
respectively. Finally, Mårtensson et al. (2003) also found an increase up to a size of
0.1µm in dry diameter with a continuous increase of the factor with decreasing particle
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size. In contrast Zábori et al. (2012) found a local maximum factor between 0.18µm
and 0.57µm at the maximum of the measured size distributions.

For particles bigger than 1.8µm Zábori et al. (2012) observed constant number con-
centrations. In contrast, Bowyer et al. (1990) found a decrease by factor 2–3 for parti-
cles bigger than 1.5µm with decreasing temperature. Sofiev et al. (2011) extrapolated5

the data of Mårtensson et al. (2003), which only included particles smaller than 2.8µm,
to larger particles and derived a factor of 4.5 for 2µm and 10.5 for 10µm between 5
and 15 ◦C.

While Mårtensson et al. (2003) found the number concentration of all particle sizes
changed for all measured water temperatures, Zábori et al. (2012) found it to be con-10

stant above 10 ◦C. Hultin et al. (2011) and Bowyer et al. (1990) also found a constant
number concentration above 14–15 ◦C for particles with dry diameter 0.02–2.8µm and
0.25 to 2.5µm, respectively.

2.3.1 Parameterisation of the SST correction factor

Two parameterisations of the temperature dependence of the PMA emission are cur-15

rently available by Jaeglé et al. (2011) and Sofiev et al. (2011). Jaeglé et al. (2011)
(thereafter named J11) compared measurements, which were made during six cruises
conducted by NOAA’s Pacific Marine Environmental Laboratory with model results.
They found a strong relationship between the ratio of measured to modelled SSA-
concentration and the SST. The model underestimated the measured ratios over water20

with a SST TW > 25 ◦C and overestimated them over water with a SST TW < 10 ◦C. With
a third-order polynomial fit of the ratio between observation and model results they de-
veloped a correction function cJ for the temperature dependence of the SSA emission
fluxes F (TW) = c(TW)F0, where F0 is the uncorrected emission flux:

cJ (TW) = 0.3+0.1 · TW −0.0076 · TW +0.00021 · TW , (4)25

with TW in ◦C. cJ is independent of particle size and shifts from reducing to raising the
emission rates at a water temperature around 21 ◦C. The second parameterisation by
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Sofiev et al. (2011) (S11) was derived from the laboratory measurements of Mårtens-
son et al. (2003). Assuming the SSA flux needs no correction at the temperature of
25 ◦C the measured fluxes at TW = 15 ◦C,5 ◦C and −2 ◦C were divided by F (25 ◦C). The
resulting data were fitted by power law functions:

cS(TW,Dp) = a(TW) ·Db(TW)
p , (5)5

where Dp stands for the dry particle diameter and the parameters a and b are given in
Table 1.

For SST other than in Table 1 the values for cS are derived by linear interpolation.
This parameterisation is derived for the size range of 0.02 to 6–7 µm but applied to the
size range of 0.01 to 10µm in the model, which leads to uncertainties in the emission10

fluxes (Sofiev et al., 2011).
Since the shape of the size distribution for smaller particles differs strongly from

the results by Zábori et al. (2012) a further parameterisation based on that data was
tested, using the setup with 35‰ salinity and no surfactants. In those experiments the
water temperature was slowly increased resulting in differing PMA size distributions.15

These size distributions were fitted with five lognormal distributions, which are used to
generate the SST-correction function. Only the 0 ◦C- and the 13–16 ◦C-distributions are
used by dividing them through each other similar to the method of Sofiev et al. (2011).
It is assumed that the original PMA emission flux parameterisations are valid at the
higher temperature. This result can be fitted by a further lognormal distribution for the20

factor cZb:

cZb(0 ◦C,Dp) =
dc0

dDp
=

4.492
√

2 ·Π ·Dp ·0.471
·exp

−0.5 ·
(

log10Dp − log10 0.44

0.471

)2
 (6)

or

cZb(0 ◦C,Dp) =
dc0

dlogDp
=

18.386
√

2 ·Π ·0.471
·exp

−0.5 ·
(

log10Dp − log10 0.136

0.471

)2
 , (7)
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where c0 is the ratio between 0 ◦C and the 13–16 ◦C-distribution. Because of the low
relative humidity in these experiments of 21–29 % and the deliquescence point of SS
at 40%, Dp is taken to be the dry particle diameter in µm.

To take the temperature dependence into account, an interpolation between the
value given by these equations at 0 ◦C and cZb(13 ◦C,Dp) = 1 was carried out. An expo-5

nential fit was selected, because the other two size distributions of Zábori et al. (2012)
in the temperature ranges of 1–4 ◦C and 8–11 ◦C were reproduced at 2.6 ◦C and 12.2 ◦C
better than with a linear fit (5.7 ◦C and 12.8 ◦C). Other fits were not possible due to in-
sufficient data. Since Zábori et al. (2012) found no further influence for temperatures
above 10 ◦C (8–14 ◦C depending on experimental setup) cZb is set to 1 for all temper-10

atures above 13 ◦C. This function based on Zábori et al. (2012) is further denoted as
Zb13. The different correction functions are compared in Fig. 1.

3 Methods

3.1 Emission parameterisation

There is a wide variety of different parameterisations of SSA or PMA emissions (e.g.15

de Leeuw et al., 2011). The SS source function by Monahan et al. (1986) is known to
provide good results in the bubble-derived size range (e.g., Andreas, 1998) except for
particles smaller than 0.5µm in dry diameter (Schulz et al., 2004). Newer parameteri-
sations are normally evaluated against that source function (Gong, 2003; Mårtensson
et al., 2003; Clarke et al., 2006; Long et al., 2011; Sofiev et al., 2011), or it is part of20

an emission function (e.g. Lundgren et al., 2013, which uses Mårtensson et al., 2003;
Monahan et al., 1986; Smith et al., 1993). A comparison of the volume emission flux
of four different source functions in Fig. 2 shows comparable results in the mid-size
range. However, they differ strongly for the small and the large particles. During labo-
ratory experiments it could be shown that particles as small as 10nm can be produced25

by bubble bursting (Mårtensson et al., 2003; Sellegri et al., 2006). The four source
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functions differ from each other in total number and shape of the size distribution for
particles smaller than 100nm. The highest emission rates are found for Long et al.
(2011) and the smallest for Gong (2003) parameterization in that size range.

The Long et al. (2011)-parameterisation retrieved the best results in the compari-
son to measurements with a Berner-impactor at Sao Vincente (Cape Verde), and was5

chosen as basic emission function in this work. This source function uses a 2 mode
approach for the description of the size distribution:

dfNum

dlog10Dp80
= FEnt ·10PN (8)

where FEnt is the term for the wind speed dependence (below), fNum the particle number
flux in m−2 s−1, Dp80 the particle diameter at 80% relative humidity in µm and PN is10

represented by the two modes, separated at 1µm:

P1 =1.46 · (log10(Dp80))3 +1.33 · (log10(Dp80))2 −1.82 · (log10(Dp80))+8.83

for Dp80 < 1µm

P2 =−1.53 · (log10(Dp80))3 −8.1 · (log10(Dp80))2 −4.26 · (log10(Dp80))+8.84

for Dp80 > 1µm

(9)

Long et al. (2011) parameterized the wind speed influence on the particle production
with the entrainment of air into the water column:15

FEnt = 2×10−8 ·U3.74
10 (10)

For mixed PMA, Long et al. (2011) calculated the pure SS part of a particle size
to determine emission rates. Since PMA is treated here as internal mixture without
influence of the OM on the emission rates, we assume the total particle size to be
composed of both SS and OM.20

The dry SSA production depends on the salinity of the ocean water, which has to be
considered while calculating the emission fluxes. The emission function of Long et al.
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(2011) is based on the measurements of Keene et al. (2007) and Faccini et al. (2008).
Keene et al. (2007) used sea water from the Bermuda Islands and Faccini et al. (2008)
sampled aerosols 400km off the Irish west coast. So in summary the salinity is approx-
imately 35‰. To use this emission function for other salinities a corresponding particle
size has to be calculated. It is assumed that the particle size is independent of salinity5

in the moment of the formation (RH = 98%). With that assumption the source function
defines the emission flux and the salinity the corresponding dry particle size. This will
lead to a shift of the emitted particle size distributions towards smaller diameters for
lower salinities, as reported by Zábori et al. (2012). No further influence of the salinity
on the number production or size distribution (Mårtensson et al., 2003; Sofiev et al.,10

2011) has been taken into account.
The PMA emission schemes account for the fluxes at the measurement height, which

is a few centimetres in case of laboratory bubble bursting experiments (Monahan et al.,
1986; Bowyer et al., 1990; Mårtensson et al., 2003; Sellegri et al., 2006; Long et al.,
2011) or a few meters in oceanic field studies (Smith et al., 1993; Smith and Harrison,15

1998; Clarke et al., 2006). Therefore it is difficult to compare the source functions with
each other because large particles quickly settle after emission. Thus the effective
fluxes are calculated at a defined height. For this an equation by Hoppel et al. (2005)
can be used:

F (z2)

F (z1)
=
(
z2

z1

)−( vs
κ ·u∗

)
(11)20

where F is the PMA flux at the heights z1 and z2, vs the sedimentation velocity of
the particle at 80 % relative humidity, κ the von Kaarman constant and u∗ the friction
velocity. For the height correction of surface fluxes we set z1 = z0, where z0 is the
surface roughness length. z0 and u∗ are taken from the meteorological driver model
COSMO (see below). Due to the gravitational losses only particles reaching the half25

level height of the lowest level (z1/2) are taken into account, thus z2 = z1/2 (Fan and
Toon, 2011).
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To calculate the organic mass emitted with SS few parameterisations are available,
which are summarised in a comparison study by Gantt et al. (2012b). Here the param-
eterisation by Long et al. (2011) is used together with the assumption that OM replaces
SS in the emitted aerosols. For the calculation of the volume ratio RV of OM to dry SS
(compare Eq. 2) Long et al. (2011) used the two-mode approach that was mentioned5

above:
For Dp80 < 1µm:

RV,1(Dp80,chl a) = 0.306 ·Dδ1

p80 (12)

with

δ1 =
−2.01 ·40 · [chl a]

1+40 · [chl a]
(13)10

and for Dp80 > 1µm:

RV,2(Dp80,chl a) =
0.056 ·20.8 · [chl a]

1+29.8 · [chl a]
. (14)

The variables Dp80 and chl a represent the particle size at 80 % relative humidity in

µm and the chlorophyll a concentration at the ocean surface in µgL−1.

3.2 COSMO-MUSCAT15

For this study the multi scale model system COSMO-MUSCAT (Wolke et al., 2012) is
used. It was developed for process studies and operational forecast of pollutants and
has been used in several air quality studies (Renner and Wolke, 2010) as well as large
scale-transport studies of Saharan dust (Heinold et al., 2011). It is a online coupled
system of COSMO developed by the German Weather Service (DWD) (Schättler et al.,20

2008) and MUSCAT (Wolke et al., 2012). The small-scale weather model COSMO is
390
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the operational weather forecast model at DWD. It is used as driver for the meteorolog-
ical input fields. For the initialisation and the boundary data of COSMO, the model sim-
ulations within this work used reanalysis data from GME (Global Model Earth) of the
DWD, which were updated every three model hours. The chemistry-transport model
MUSCAT treats aerosol and gas phase transport processes and chemical transfor-5

mations. The transport processes in the model include advection, turbulent diffusion,
sedimentation and size dependent dry and wet deposition as well as chemical and
microphysical transformations (not regarded in this work) (Wolke et al., 2012). The
aerosol size distribution is described with a mass based approach. This approach was
extended for PMA to a spectral distribution using 15 logarithmically spaced bins which10

spread over the size range for the dry diameter from 0.01 to 10µm. This number of bins
has been chosen to optimize accuracy at reasonable computing times.

PMA emission fluxes are calculated using the parameterisation of Long et al. (2011)
(Eqs. 9 and 10) assuming an internal mixture of OM and SS. The ratio of OM and SS at
each size bin is also taken from Long et al. (2011) (Eqs. 12–14). The correction for the15

effective flux is described by Eq. (11). The salinity dependence of PMA emissions was
accounted for through the calculation of the corresponding particle size at formation for
both, the emitted particle at the actual salinity and the source function, where salinity
is assumed at 35‰.

The removal processes are described by dry and wet deposition. For the dry depo-20

sition, the resistance approach is used (Seinfeld and Pandis, 2006), that accounts for
atmospheric turbulence, aerodynamic and quasi-laminar layer resistance and gravita-
tional settling. Dry deposition velocities are size dependent and calculated for every
bin. Therefore the size bins are represented by the geometric mean radius with the
addition of water according to Eq. (15) (below). Wet deposition is distinguished into25

washout, which describes the uptake of gases and particles by falling hydrometeors
below clouds, and rainout, which accounts for the absorption of gases and particles by
droplets within the clouds. For both types of wet removal processes the size dependent
collection and scavenging efficiencies are used (Tsyro and Erdman, 2000).
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3.3 Hygroscopic growth

The aerosols are treated as dry particles in the model. But since SS is hygroscopic
and can growth up to four times larger in saturated air compared to the dry size (Mon-
ahan et al., 1986), wet particle sizes must be used for the calculation of the transport
processes. For the calculation of the wet size of PMA the addition of water should be5

done accounting for both, SS and OM. The knowledge about the composition of OM
is still incomplete (Gantt and Meskhidze, 2013). It has been found that it can be either
hydrophilic or hydrophobic (Maria et al., 2004). Here, the influence of OM on water up-
take is neglected resulting in the water uptake of the aerosols occurring only due to the
SS. For the calculation of the growth of SSA we use the volume form of an equation by10

Lewis and Schwartz (2006):

Vwet

Vdry
=
(

4
3.7

)3

· 2−RH
1−RH

, (15)

where RH is the relative humidity. Thus the water uptake by the aerosols is a diagnostic
variable in the model, calculated at every time step.

Since the model transports aerosol masses, the densities are taken as 2165kgm−3
15

for SS (Keene et al., 2007), 1300kgm−3 for the OM and 1000kgm−3 for water.

3.4 Observational data

The model results from this work are compared to measurements from the EMEP mon-
itoring network during the two intensive measurement campaigns in June 2006 and
January 2007. The stations Birkenes (NO), Melpitz (GER), Virolahti (FI) (Tsyro et al.,20

2011; Yttri et al., 2008) as well as Auchencorth Moss (GB) and Cabauw (NL) repre-
senting different locations have been chosen for the comparison (Table 2). Auchen-
corth Moss near the east coast of Scotland has strong marine influence mainly from
the Atlantic. During western winds some of the marine aerosol particles are deposited
on the island, comparably to the stations Cabauw in the Netherlands and Birkenes in25
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southeast Norway. They are strongly influenced by marine air but located inland. Some
particles can be removed before the air reaches the measurement sites. A further ma-
rine station is Virolahti II in southeast Finland, which is influenced by PMA from the low
salinity Baltic Sea. The continental station Melpitz (Germany) represents long-range
transport of PMA and is strongly impacted by deposition. These stations are equipped5

with filter pack, high- and low volume samplers and/or MARGA (Monitor for Aerosols
and Gases in ambient Air) with additional chemical analysis at a height of 2 m. Mass
concentrations for PM1, PM2.5 and PM10 are determined daily. To trace SS the sodium
concentration within the observed aerosol is used, which has only minor anthropogenic
sources (Tsyro et al., 2011). For the conversion from SS to sodium mass a factor of10

0.3061 is used (Seinfeld and Pandis, 2006).
While the EMEP stations represent the mid latitudes with lower SST, the measure-

ments from the Cape Verde Atmospheric Observatory (CVAO) at Sao Vincente (Ta-
ble 2) represent a region with higher SST. This island lays within the Cape Verde
archipelago 700km west of Africa. Its aerosol composition is dominated by mineral15

dust from the Sahara, biomass burning aerosol and aerosols of marine origin (Heinold
et al., 2011; Müller et al., 2010, 2011). The measurements used here were obtained
with a 5-stage Berner-impactor mounted at the top of a 30 m high tower 70m inland
off the coast to avoid direct influence by sea spray. The stages of this impactor were
separated into: stage 1: 0.05–0.14 µm, stage 2: 0.14–0.45 µm, stage 3: 0.45–1.2 µm,20

stage 4: 1.2–3.5 µm, stage 5: 3.5–10 µm (Müller et al., 2010). The measurements used
here have a daily frequency and were obtained in December 2007.

3.5 Description of case study and model setup

Three model simulations were carried out to capture all three measurement periods.
For the comparison with the EMEP-stations in June 2006 and January 2007 an Euro-25

pean region (Fig. 3) including the north east Atlantic as potential source for PMA was
chosen. The model uses a horizontal grid resolution of 0.25◦ and 30 vertical model
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layers in MUSCAT and 40 layers in COSMO. The mid-height of the lowest level is at
approximately 10m. The spin up time of the model is five days.

For the comparison to the measurements at Sao Vincente in December 2007 a sec-
ond model domain is used (African domain) (Fig. 4). The grid resolution is the same as
for the European domain except that z1/2 = 33m, which is close to the measurement5

height of the tower.
Further input data needed for the simulation of PMA emission are visualised in

Figs. 3 and 4. Ocean surface salinity distribution is shown in Fig. 3 for the “European”
domain. There, the yearly averaged values from the World Ocean Atlas 2001 at 0.25◦

grid resolution are taken.10

The simulation of the fraction of OM within PMA requires the sea surface chloro-
phyll a concentration fields. Satellite retrievals provide the best spatial coverage. The
chlorophyll product from MODIS-Aqua and MODIS-Terra were taken from the Ocean-
Colour webpage. Here, the averages of the monthly mean values of both satellites were
used. Missing data points were filled with the climatological monthly mean values. Re-15

maining gaps were filled by linear interpolation (Fig. 4).
To take the influence of the SST on the PMA emission fluxes into account, SST data

fields are needed. These were taken from COSMO based on the reanalysed input data
of the GME model.

4 Model results20

Since the emission flux and the vertical transport of PMA by turbulence are very sensi-
tive to the surface wind speed it is important that the model reproduces this parameter
realistically. Modelled surface wind speeds were compared to measurements made
during the northward-directed Atlantic transec cruise number ANT-XXVII/4 of the re-
search vessel Polarstern. The measurements of the wind speed at the Polarstern were25

made at 37 m-height, which is approximately the half level height of the lowest level
of the “African” domain. The model first layer wind speeds are plotted against these
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observations in Fig. 5. The model slightly underestimates the measured wind speeds.
The slope of the regression between model and observations is 0.8 (R2 = 0.68). This
implies that the model slightly underestimates PMA emission fluxes, due to the wind
speed dependence. This would be partly compensated by an overestimated wind
speed dependence in the PMA-emission flux parameterisation by Long et al. (2011).5

There the authors assumed all air, which is entrained into the ocean, detrains as bub-
bles. As mentioned above, a part of the air dissolves in the ocean during the raise back
to the surface leading to a lower amount of air detraining by bubbles than entrained by
wave breaking.

4.1 Comparison of modelled sea salt aerosol with station data10

The model results for sodium concentrations were compared with the measurements
from the two EMEP-intensive campaigns in January 2007 and June 2006 (Figs. 6 and
8). The measurements (black symbols) are shown together with the model results ne-
glecting a SST-dependence (blue lines) and using the S11-SST-correction (red lines).
In all figures the EMEP-stations are sorted from north to south for January 2007 and15

June 2006.
To compare the model results for coarse mode particles, PM10–PM2.5 were calcu-

lated from PM10 and PM2.5 data (Fig. 6). It should be noted that the measurement un-
certainties of PM10–PM2.5 thus contain the uncertainties of both measurements. PM10–
PM2.5 measurement data show 2–3 times higher sodium concentrations at Auchen-20

corth Moss, Cabauw and Melpitz in winter compared to summer. This can be attributed
to the higher wintertime wind speed (Tsyro et al., 2011), which is the dominating pa-
rameter for PMA emissions. The salting of icy roads may also have an influence on
the wintertime measurements, but is assumed to be of less importance (Tsyro et al.,
2011). The measured sodium concentration at Virolahti is by a factor of 0.7 lower in25

January compared to June. This points to the importance of SST, which varies strongly
in the Baltic Sea (near Virolahti) by up to a factor of 6 between January and June.
At other stations it varies only by 1.8 (Irish Sea) to 3.2 (German Bay). Near Virolahti
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the monthly averaged wind speed (model) increased by 1.8 from June to January. At
Birkenes there is also a slight decrease by a factor of 0.9 in the sodium concentration,
which is attributed to the different origin of the air masses in January and June. In Jan-
uary the main wind direction is west to northwest, resulting in a long transport time over
land, which leads to a higher amount of particles to be deposited before they reach the5

station. In June, the main wind direction varies in such way that a higher amount of
particles is advected from south to east, where transport over land is short. The high-
est monthly averaged sodium concentrations (0.69µgm−3) are found at Cabauw in
January. While the concentrations at Auchencorth Moss are clearly higher than at the
inland station Melpitz with 0.63µgm−3 to 0.4µgm−3 in January, they are nearly equal10

in June with 0.26µgm−3 to 0.2µgm−3. The low sodium concentration (0.15µgm−3 in
January and 0.22µgm−3 in June) at Virolahti, which is comparable to or lower than
at Melpitz, results from the low salinity of the Baltic Sea impacting PMA at Virolahti.
In contrast, Melptiz is influenced by air masses from the Atlantic Ocean and North
Sea. The model results with the uncorrected SS source function overestimate the con-15

centration at nearly all stations and fit only at a few points well to the measurements.
The SST-correction using S11 leads to a better agreement between model results and
measurements with a tendency to underestimate the measured concentration at some
points, especially at peak concentrations.

The PM2.5 sodium concentrations in Fig. 7 show comparable features to PM10–20

PM2.5 with higher monthly averaged concentrations for Auchencorth Moss (3.0 times),
Cabauw (1.8 times) and Melpitz (2.6 times) in winter than in summer. While the monthly
average concentration at Virolahti in June is nearly equal to that in January, at Birkenes
the concentration is by a factor of 3.2 lower in June compared to January, which is the
highest factor for all 5 stations; and in contrast to PM10–PM2.5 where the wintertime25

concentration were slightly lower. This may be due to the lower deposition velocities
of the smaller particles resulting in higher concentration in January, although the air
mass travels a longer way over land. Once again the highest average concentration is
found at Cabauw with 1µgm−3 in January and the lowest at Virolahti and Melpitz with
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0.11µgm−3 and 0.1µgm−3 in June, whereas Birkenes has also a low concentration
in June with 0.12µgm−3. In January the concentration at Virolahti is the lowest with
0.11µgm−3. Again the SST-correction by S11 decreases the modelled sodium concen-
tration, but less than for PM10–PM2.5. The overestimation using the uncorrected source
function is decreased or disappeared at all stations, so the S11-SST-correction tends5

to underestimate the sodium concentration at some points.
PM1 concentration data were only available at the stations Virolahti and Melpitz from

January 2007 and June 2006 (Fig. 8). At both stations the measured concentrations
are lower in June than in January with 0.77 and 0.87 in the monthly averaged values.
In both months the sodium concentration is nearly 4.6 times higher at Melpitz than10

at Virolahti. Again this is due to the air mass origin (the low salinity in the Baltic Sea
causing less SS in Virolahti) and the low deposition rate of the small particles, which
causes less PM1 removal compared to PM10 removal. The S11-SST-correction function
lowers the PM1 concentration compared to the uncorrected version.

Figure 9 compares the model results for sodium with measurements by a Berner-15

impactor which operated at Sao Vincente. The measured sodium concentration in-
creases from the second to the fifth impactor stage. The higher concentration in the
first stage compared to the second were found in other measurements at this station
as well (compare Müller et al., 2010) and may be due to higher uncertainties in the
measurements at these low sodium concentrations. The model results with the S11-20

SST-correction are only a little lower than the uncorrected results, which is much less
than the difference at the EMEP-stations due to the higher SST in the subtropical At-
lantic (∼ 20 ◦C). At the second impactor stage both model versions slightly overestimate
the measurements, while at the third to fifth stage both fit well, where S11 fits slightly
better.25
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4.2 Contribution of organic matter to PMA

The contribution of primary OM to PMA is evaluated for the “African” domain in De-
cember 2007. This OM is emitted from the ocean surface mixed with SS. Figure 10
shows the monthly averaged emission fluxes of organic carbon (OC) obtained with the
SST-correction function of S11. A conversion factor of 2 (Müller et al., 2010; Turpin5

et al., 2000), which stands for aged aerosol, was applied to obtain the OC mass from
the modelled OM. The total amount of OC is found to be up to 3 times higher in the
emitted submicron particles than in the supermicron particles. A maximum emission
flux of 9ngm−2 s−1 was found west of Great Britain. In this area high wind speeds of-
ten occur, especially in wintertime. The OC flux distribution shown in Fig. 10 indicates10

that the distribution of the OC emission is more strongly influenced by the wind speed,
due to the correlation to the SS emission flux, than by the chlorophyll a concentration
(compare Fig. 4). An inversely proportional wind speed dependence of the RVp ratio,
due to stronger ocean surface mixing and surface microlayer destruction at higher wind
speeds (Gantt et al., 2011), would lower the influence of the wind speed on the total15

OC emission rate.
The locally increased emission fluxes west of Africa are due to the higher chloro-

phyll a concentration, which is a result of the increased primary production supported
by high nutrient availability due to upwelling at the African west coast and the deposi-
tion of mineral dust from the Sahara. This region is important for the measurements at20

Sao Vincente since the majority of the detected air masses originate there. This leads
to the daily averaged contribution of OM in the total PMA, shown in Fig. 11 for all 5
impactor stages at Sao Vincente. From the second to the fifth stage the measured RVp
decrease from 0.95 to 0.25, which is captured by the model. The lower ratio in stage
1 compared to stage 2 can be related to the higher sodium concentration in stage 1.25

Compared to the measurements the modelled RVp shows much less variability at all
sizes. This variability is due to the slightly different origins of the PMA with different
chlorophyll a concentration. The inclusion of a wind speed dependence in computation
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of the contribution of OM to total PMA and the use of daily resolved chlorophyll a con-
centration instead of the monthly averaged values may cause higher variability in the
modelled RVp. The comparison of the model results with the measurements shows that
the parameterisation of Long et al. (2011) in the current setup retrieves OM volume ra-
tios, which underestimate the measurements at the four larger impactor stages. Likely5

this underestimation is a result of underestimating the total OM concentration, since
the sodium concentration is in good agreement with the measurements (Fig. 9). This
seems to be in contrast to the results of Gantt et al. (2012b), who found the param-
eterisation by Long et al. (2011) overpredicts the concentration of OM at Mace Head
(53.33◦ N, 9.90◦ W) and Amsterdam Island (37.80◦ S, 77.57◦ E). However, those results10

were compared to stations in the mid-latitudes, while here the results are compared to
a station in the lower latitudes (Table 2). Also, the model assumptions differ from each
other, so that the results are not directly comparable. The differing results highlight the
importance of the model set up to account for the correct description of the emission
rates.15

4.3 Emission fluxes

For the two simulations in January 2007 and June 2006 the monthly averaged emis-
sion fluxes of dry submicron and supermicron PMA mass are plotted in Fig. 12. There
the results without temperature correction are shown. Due to the higher wind speeds
in winter especially over the Atlantic the emission rates as well as the maximum emis-20

sions are higher in January than in June, resulting in higher airborne particle concentra-
tions. This model result reproduces the majority of the measurements (compare Figs. 6
and 7). The location of the highest emission rates differs between January and June as
well. While in June the areas with the local maximal emission rates are located north
west of Ireland and west of Iceland, in January the maximum emission is spread over25

a larger area west of Ireland and Scotland with additional strong emissions from the
North Sea. The low emission rates at the Baltic Sea are due its low salinity.
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The SST correction factors applied to the emission fluxes are recalculated from the
monthly averaged total emission fluxes for submicron and for supermicron particles
(Figs. 13 and 14). The factors for all size classes differ more or less strongly from each
other with the majority retrieving a factor lower than 1, thus decreasing the emission
rates. The emission fluxes of supermicron particles are decreased by all parameterisa-5

tions. The strongest decrease was found for S11, while the highest correction factors
are found for the Zb13 starting north of Great Britain, because the emissions were unaf-
fected above TW = 13 ◦C in that parameterisation. Apart from reducing emissions, none
of the correction functions changes the regional characteristics of the emission fluxes,
which remains dominated by the wind speed. J11 and S11 show the same character-10

istics in the submicron size fraction of PMA. The correction factor from J11 is identical
for the submicron and supermicron particles, due to the missing size dependence. The
submicron correction factor for S11 is higher than for supermicron particles but still be-
low 1. This is despite the fact that the S11-SST-correction function showed an increase
in the emission rates of small particles (see Fig. 1). However, since it decreases emis-15

sions for particles larger than 0.2µm which dominate the mass of submicron particles
this leads to the decrease of the total emission fluxes with temperature. Finally the
Zb13-SST-correction function increases the submicron emissions for lower SST. This
is because of the high factor for particles around 0.1 micron, which then dominate the
size distribution. This high factor leads to changed regional characteristics of the high-20

est PMA emission rates, which are now located at the low temperature water around
Greenland. Furthermore the high correction factors at the northern Baltic Sea should
be noted, which lead to strong increases in the emission rates resulting in high con-
centrations at Virolahti when using this function.

4.4 Sensivity to correction of the SST25

The Figs. 15–18 show boxplots with the 5, 25, 50, 75 and 95-percentile for the mea-
surements compered to the median of the model results, where S11 is given in red
symbols, J11 in black symbols, Zb13 in green symbols and the results without SST
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correction in blue symbols. The daily average values are used for all included data and
only these model values were taken into account where measurements exist.

4.4.1 PM10–PM2.5

For PM10–PM2.5 concentrations the measurements and model results at the five
EMEP-stations are plotted in Fig. 15. As explained above, the model simulates the5

highest sodium concentrations when using no correction for SST. All SST-correction
functions lower the modelled concentrations, with Zb13 resulting in the highest and
S11 the lowest values. The uncorrected values are higher than the measured ones
at all stations and higher or even near the 95-percentile at the majority of the sta-
tions especially in January. For Virolahti, Birkenes and Melpitz in June the uncorrected10

concentrations are closer to the measured median and within the 75-percentile. The
higher overprediction in January points towards the need of the SST correction. All
three tested correction functions improved the model results compared to the mea-
surements. While Zb13 and J11 lower the concentrations only a little so that there
are still stations with overprediction of sodium concentrations, the S11-SST-correction15

function lead to underestimations of the modelled concentrations except at Auchen-
corth Moss and Birkenes in January, but overall the S11-SST-correction result in the
best agreement of model results and observations.

4.4.2 PM2.5

Boxplots of PM2.5 are shown for the same stations as for PM10–PM2.5 (Fig. 16). In that20

size range no clear optimum correction function is found. The Zb13-SST-correction
function increases the concentrations, because the correction factor is higher than 1
for particles smaller than 1.8µm. This leads to worse results where the uncorrected
version overpredicts the measured concentration, but improves the results at Cabauw,
Auchencorth Moss in January and Melpitz in June. Since the results of the uncorrected25

model are close to the measurements, the S11-SST-correction function leads to strong
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underpredictions of the measurements. Overall the J11-SST-correction function tends
to result in best agreement with measurements for that case study.

4.4.3 PM1

It was mentioned above that the SST-correction with Zb13 retrieves high correction
factors for PM1 at the northern Baltic Sea. This leads to high emission rates resulting5

in high modelled concentrations of marine aerosol at the station Virolahti. In Fig. 17
it can be seen that these high values lead to a strong overprediction of the sodium
mass compared to the measurements, especially in January. The lower concentrations
by the neglection of the SST-dependence or the use of S11 and J11 are closer to the
measurements for that station. However these three model setups underpredicted the10

concentration at Melpitz, where the increase of the concentration by Zb13 fits best to
the measurements.

4.4.4 Berner-impactor at Sao Vicente

Figure 18 compares the model results with measurements of a Berner-impactor which
operated at the CVAO at Sao Vincente. Due to the relatively high SST at these latitudes15

only a slight influence by the correction functions can be distinguished. S11 shows the
strongest decrease in the concentrations, caused by the origin of the air mass, which is
mainly from regions with a SST around 20 ◦C. J11 does not change the concentrations
compared to the uncorrected version significantly and Zb13 has no influence due to
the SST being above 13 ◦C.20

For the second, fourth and fifth stage best agreement is for S11, but again with the
tendency to underestimate the concentration. For the third stage it cannot be decided
which parameterisation results in the best values in comparison with the measure-
ments.
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5 Discussion

The EMEP-intensive campaign measurements were also used by Tsyro et al. (2011)
for the evaluation of the EMEP chemical transport model. The authors found the model
to underpredict the PM2.5 and PM10 sodium concentration in June 2006 while the
model underprediction is less or changes to overprediction of the measurements in5

January 2007. They attributed the discrepancies to inaccuracies in the wind predic-
tion or the coarse model grid resolution (50km×50km). The same results are found
for sodium concentrations for COSMO-MUSCAT when PMA emissions are not SST
corrected (Figs. 6 and 7). In contrast to the EMEP-model the sodium concentration
is overestimated with the uncorrected SS source function in COSMO-MUSCAT. SST10

correction of the PMA emission decreases the modelled sodium concentration at the
EMEP stations, so that the measurements are matched better than without correction.
This is particularly evident for the PM10–PM2.5 size range and for the winter month.
The strongest emission decrease was obtained by S11 resulting in underestimation of
the sodium concentration at the measurement sites, while the J11-SST-correction has15

a smaller effect. For the coarse particles the use of the SST-correction function by S11
gives reasonable results.

The effect of the SST correction is not as clear for PM2.5 concentrations. For this size
range the S11-SST-correction function leads to worse results compared to the other
functions in the comparison with the observations. In the current work the parameter-20

isation of Long et al. (2011) was used to describe the PMA emission flux. The use
of a different PMA emission functions (e.g., Sofiev et al., 2011) (Fig. 2) with higher
emission rates will result in higher non-SST-corrected PM2.5 sodium concentrations
than with the parameterization by Long et al. (2011). In combination with the S11-SST-
correction those modelled concentrations would result in better agreement with the25

observations at the EMEP measurement sites, but would lead to overestimations of
the concentrations at Sao Vincente.

403

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

At Melpitz, the measured sodium concentrations in the PM1 size range decrease in
January compared to June. This is in contrast to coarse particles, where they increase.
This behaviour is similar for Virolahti, but less clear. Such an effect could be due to the
decrease of the concentration of larger particles within the size spectrum being partly
compensated by the increase of smaller particles with lower SST. However, the evalua-5

tion at only two stations and two months is insufficient to obtain statistically meaningful
results. In general, the uncorrected version tends to underestimate the PM1 concentra-
tion so that the results with Zb13 are in best agreement with the measurements at the
EMEP station. However, the very high correction factor for low temperatures leads to
overestimations of the concentration at near coastal stations in winter as at Virolahti.10

Based on the small amount of available measurement data, a final conclusion for the
SST-correction function regarding PM1 is not possible.

The measured sodium concentration at Virolahti is low compared to Cabauw or
Auchencorth Moss, although all stations are of marine background. The reason for
this is the air mass origin – Virolahti is influenced by air masses from the Baltic Sea,15

which has a salinity of 7‰ and lower. In contrast, the air mass arriving at Cabauw and
Auchencorth Moss originates from the North Sea and the north-east Atlantic, where the
salinity is around 35‰. The model captures the influence of salinity on SSA emission
well.

The new SST-correction function that was based on measurements by Zábori et al.20

(2012) did not lead to better results compared to the other parameterizations. With
that parameterization the concentrations of fine particles were overpredicted especially
near cold waters, and the decrease of the coarse particle concentration was too low to
reproduce the measured concentration. The size dependence of the correction factor
cannot be validated by the available measurements.25

The modelled monthly averaged emission fluxes of submicron primary OC for the
“African” model domain in December 2007 were found to be between 1–2 ngm−2 s−1

west of Africa and the Mediterranean Sea and increase west of Europe towards
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9ngm−2 s−1 west of Great Britain. This is comparable to the multi-year average val-
ues determined by Long et al. (2011) and Spracklen et al. (2008).

6 Conclusions

In this work we tested the importance of considering the influence of SST on PMA
emissions, together with impacts of surface winds and salinity. In particular for coarse5

mode particles neglecting the SST-dependence lead to overestimations of the PMA-
concentrations by the model compared to measurements at land and island stations.
While we find that using the correction functions by S11 and J11 improve the model
performance for coarse mode particles, not enough data were available for PM1 to test
the role of SST in this size fraction. More measurements in this size range are required10

to study particle fluxes in the small sizes that are also important to study the role of
PMA in cloud modification.

A size shift of the dry SSA size distribution towards smaller sizes with lower salinities
could be indicated.

For the description of the contribution of OM to PMA a replacement of SS by this15

OM has been assumed in the combination with the Long et al. (2011) function for the
description of the their relation to each other. While the monthly averaged emission
rates for submicron OM in December 2007 were found to be comparable to multi-year
averaged values from literature, the measured ratio of OM to total PMA were under-
estimated at Sao Vincente. Since the used parameterization was developed from lab-20

oratory measurements it accounts only for primary OM. However secondary OM may
also be part of the detected aerosols, leading to underestimations by the model results.
Furthermore OM from the African continent can be detected within the measurements,
which has also not been taken into account in the model. Both factors need to be
discussed in future works.25
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Table 1. Parameters for Eq. (5) by Sofiev et al. (2011).

Temperature/◦C a b

−2 0.092 −0.96
5 0.15 −0.88
15 0.48 −0.36
25 1 0
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Table 2. Geographical position of the stations used for model evaluation.

Station Country Latitude Longitude

Virolahti II Finland 60.527◦ N 27.686◦ E
Birkenes Norway 58.383◦ N 8.25◦ E
Auchencorth Moss Great Britain 55.793◦ N 3.245◦ W
Cabauw Nertherlands 51.97◦ N 4.93◦ E
Melpitz Germany 51.53◦ N 12.93◦ E
Sao Vincente Cape Vede 16.864◦ N 24.417◦ W
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Barthel et al.: SST dependence of the PMA emission 5

Fig. 1. Temperature dependence and size distribution of three functions for the SST correction factor for particles with a dry particle diameter
Dp =500nm (left) and for a SST of 5◦C (right)

diameter (Schulz et al., 2004). Newer parameterisations are
normally evaluated against that source function (Gong, 2003;
Mårtensson et al., 2003; Clarke et al., 2006; Long et al.,
2011; Sofiev et al., 2011), or it is part of an emission func-
tion (e.g. Lundgren et al., 2013, which uses Mårtensson et al.365

(2003); Monahan et al. (1986); Smith et al. (1993)). A com-
parison of the volume emission flux of four different source
functions in Fig. 2 shows comparable results in the mid-
size range. However, they differ strongly for the small and
the large particles. During laboratory experiments it could370

be shown that particles as small as 10nm can be produced
by bubble bursting (Mårtensson et al., 2003; Sellegri et al.,
2006). The four source functions differ from each other in
total number and shape of the size distribution for particles
smaller than 100nm. The highest emission rates are found375

for Long et al. (2011) and the smallest for Gong (2003) pa-
rameterization in that size range.

The Long et al. (2011)-parameterisation retrieved the best
results in the comparison to measurements with a Berner-
impactor at Sao Vincente (Cape Verde), and was chosen as380

basic emission function in this work. This source function
uses a 2-mode approach for the description of the size distri-
bution:

dfNum
dlog10Dp80

=FEnt ·10PN (8)

where FEnt is the term for the wind speed dependence385

(below), fNum the particle number flux in m−2s−1, Dp80

the particle diameter at 80% relative humidity in µm and PN
is represented by the two modes, separated at 1µm:

P1 = 1.46 ·(log10(Dp80))
3 for Dp80< 1µm

+1.33 ·(log10(Dp80))
2

−1.82 ·(log10(Dp80))+8.83

P2 = −1.53 ·(log10(Dp80))
3 for Dp80> 1µm

−8.1 ·(log10(Dp80))
2

−4.26 ·(log10(Dp80))+8.84

(9)
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Fig. 2. Effective PMA volume emission flux at 10m height for 4
sea salt source functions for dry SSA at a 10m-windspeed of U10 =
10ms−1, a salinity of s =35h and a SST of TW = 25◦C.

Long et al. (2011) parameterized the wind speed influence390

on the particle production with the entrainment of air into the
water column:

FEnt = 2 ·10−8 ·U3.74
10 (10)

For mixed PMA, Long et al. (2011) calculated the pure
SS part of a particle size to determine emission rates. Since395

PMA is treated here as internal mixture without influence of
the OM on the emission rates, we assume the total particle
size to be composed of both SS and OM.

The dry SSA production depends on the salinity of the
ocean water, which has to be considered while calculating400

the emission fluxes. The emission function of Long et al.
(2011) is based on the measurements of Keene et al. (2007)
and Faccini et al. (2008). Keene et al. (2007) used sea water
from the Bermuda Islands and Faccini et al. (2008) sampled

Fig. 1. Temperature dependence and size distribution of three functions for the SST correction
factor for particles with a dry particle diameter Dp = 500nm (left) and for a SST of 5 ◦C (right).
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Fig. 1. Temperature dependence and size distribution of three functions for the SST correction factor for particles with a dry particle diameter
Dp = 500nm (left) and for a SST of 5◦C (right)
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normally evaluated against that source function (Gong, 2003;
Mårtensson et al., 2003; Clarke et al., 2006; Long et al.,
2011; Sofiev et al., 2011), or it is part of an emission func-
tion (e.g. Lundgren et al., 2013, which uses Mårtensson et al.365

(2003); Monahan et al. (1986); Smith et al. (1993)). A com-
parison of the volume emission flux of four different source
functions in Fig. 2 shows comparable results in the mid-
size range. However, they differ strongly for the small and
the large particles. During laboratory experiments it could370

be shown that particles as small as 10nm can be produced
by bubble bursting (Mårtensson et al., 2003; Sellegri et al.,
2006). The four source functions differ from each other in
total number and shape of the size distribution for particles
smaller than 100nm. The highest emission rates are found375

for Long et al. (2011) and the smallest for Gong (2003) pa-
rameterization in that size range.

The Long et al. (2011)-parameterisation retrieved the best
results in the comparison to measurements with a Berner-
impactor at Sao Vincente (Cape Verde), and was chosen as380

basic emission function in this work. This source function
uses a 2-mode approach for the description of the size distri-
bution:

dfNum
dlog10Dp80

=FEnt ·10PN (8)

where FEnt is the term for the wind speed dependence385

(below), fNum the particle number flux in m−2s−1, Dp80

the particle diameter at 80% relative humidity in µm and PN
is represented by the two modes, separated at 1µm:

P1 = 1.46 ·(log10(Dp80))
3 for Dp80< 1µm

+1.33 ·(log10(Dp80))
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Fig. 2. Effective PMA volume emission flux at 10m height for 4
sea salt source functions for dry SSA at a 10m-windspeed of U10 =
10ms−1, a salinity of s =35h and a SST of TW = 25◦C.

Long et al. (2011) parameterized the wind speed influence390

on the particle production with the entrainment of air into the
water column:

FEnt = 2 ·10−8 ·U3.74
10 (10)

For mixed PMA, Long et al. (2011) calculated the pure
SS part of a particle size to determine emission rates. Since395

PMA is treated here as internal mixture without influence of
the OM on the emission rates, we assume the total particle
size to be composed of both SS and OM.

The dry SSA production depends on the salinity of the
ocean water, which has to be considered while calculating400

the emission fluxes. The emission function of Long et al.
(2011) is based on the measurements of Keene et al. (2007)
and Faccini et al. (2008). Keene et al. (2007) used sea water
from the Bermuda Islands and Faccini et al. (2008) sampled

Fig. 2. Effective PMA volume emission flux at 10m height for 4 sea salt source functions for dry
SSA at a 10 m-windspeed of U10 = 10ms−1, a salinity of s = 35‰ and a SST of TW = 25 ◦C.
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Barthel et al.: SST dependence of the PMA emission 7

Table 2. Geographical position of the stations used for model eval-
uation

Station Country Latitude Longitude

Virolahti II Finland 60.527◦N 27.686◦E
Birkenes Norway 58.383◦N 8.25◦E

Auchencorth Moss Great Britain 55.793◦N 3.245◦W
Cabauw Nertherlands 51.97◦N 4.93◦E
Melpitz Germany 51.53◦N 12.93◦E

Sao Vincente Cape Vede 16.864◦N 24.417◦W

tion and scavenging efficiencies are used (Tsyro and Erdman,505

2000).

3.3 Hygroscopic growth

The aerosols are treated as dry particles in the model. But
since SS is hygroscopic and can growth up to four times
larger in saturated air compared to the dry size (Monahan510

et al., 1986), wet particle sizes must be used for the calcula-
tion of the transport processes. For the calculation of the wet
size of PMA the addition of water should be done accounting
for both, SS and OM. The knowledge about the composition
of OM is still incomplete (Gantt and Meskhidze, 2013). It515

has been found that it can be either hydrophilic or hydropho-
bic (Maria et al., 2004). Here, the influence of OM on wa-
ter uptake is neglected resulting in the water uptake of the
aerosols occurring only due to the SS. For the calculation of
the growth of SSA we use the volume form of an equation by520

Lewis and Schwartz (2006):

Vwet
Vdry

=

(
4

3.7

)3

· 2−RH
1−RH

, (15)

where RH is the relative humidity. Thus the water uptake
by the aerosols is a diagnostic variable in the model, calcu-
lated at every time step.525

Since the model transports aerosol masses, the densi-
ties are taken as 2165kgm−3 for SS (Keene et al., 2007),
1300kgm−3 for the OM and 1000kgm−3 for water.

3.4 Observational data

The model results from this work are compared to measure-530

ments from the EMEP monitoring network during the two
intensive measurement campaigns in June 2006 and January
2007. The stations Birkenes (NO), Melpitz (GER), Virolahti
(FI) (Tsyro et al., 2011; Yttri et al., 2008) as well as Auchen-
corth Moss (GB) and Cabauw (NL) representing different535

locations have been chosen for the comparison (Tab. 2).
Auchencorth Moss near the east coast of Scotland has strong
marine influence mainly from the Atlantic. During western
winds some of the marine aerosol particles are deposited on
the island, comparably to the stations Cabauw in the Nether-540

lands and Birkenes in southeast Norway. They are strongly

Fig. 3. Yearly averaged surface salinity data from World Ocean
Atlas 2001

influenced by marine air but located inland. Some particles
can be removed before the air reaches the measurement sites.
A further marine station is Virolahti II in southeast Finland,
which is influenced by PMA from the low salinity Baltic Sea.545

The continental station Melpitz (Germany) represents long-
range transport of PMA and is strongly impacted by deposi-
tion. These stations are equipped with filter pack, high- and
low volume samplers and/or MARGA (Monitor for Aerosols
and Gases in ambient Air) with additional chemical analysis550

at a height of 2m. Mass concentrations for PM1, PM2.5 and
PM10 are determined daily. To trace SS the sodium concen-
tration within the observed aerosol is used, which has only
minor anthropogenic sources (Tsyro et al., 2011). For the
conversion from SS to sodium mass a factor of 0.3061 is used555

(Seinfeld and Pandis, 2006).
While the EMEP stations represent the mid latitudes with

lower SST, the measurements from the Cape Verde Atmo-
spheric Observatory (CVAO) at Sao Vincente (Tab. 2) rep-
resent a region with higher SST. This island lays within the560

Cape Verde archipelago 700km west of Africa. Its aerosol
composition is dominated by mineral dust from the Sa-
hara, biomass burning aerosol and aerosols of marine origin
(Heinold et al., 2011; Müller et al., 2010, 2011). The mea-
surements used here were obtained with a 5-stage Berner-565

impactor mounted at the top of a 30 meter high tower 70m in-
land off the coast to avoid direct influence by sea spray. The
stages of this impactor were separated into: stage 1: 0.05−
0.14µm, stage 2: 0.14− 0.45µm, stage 3: 0.45− 1.2µm,
stage 4: 1.2−3.5µm, stage 5: 3.5−10µm. (Müller et al.,570

2010). The measurements used here have a daily frequency
and were obtained in December 2007.

3.5 Description of case study and model setup

Three model simulations were carried out to capture all three
measurement periods. For the comparison with the EMEP-575

stations in June 2006 and January 2007 an European region

Fig. 3. Yearly averaged surface salinity data from World Ocean Atlas 2001.
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8 Barthel et al.: SST dependence of the PMA emission

Fig. 4. Monthly averaged surface chlorophyll-a concentra-
tion merged and interpolated from MODIS-AQUA and MODIS-
TERRA data for December 2007

(Fig. 3) including the north east Atlantic as potential source
for PMA was chosen. The model uses a horizontal grid reso-
lution of 0.25◦ and 30 vertical model layers in MUSCAT and
40 layers in COSMO. The mid-height of the lowest level is580

at approximately 10m. The spin up time of the model is five
days.

For the comparison to the measurements at Sao Vincente
in December 2007 a second model domain is used (African
domain) (Fig. 4). The grid resolution is the same as for the585

European domain except that z1/2 = 33m, which is close to
the measurement height of the tower.

Further input data needed for the simulation of PMA emis-
sion are visualised in Fig. 3 and 4. Ocean surface salinity
distribution is shown in Fig. 3 for the ”European” domain.590

There, the yearly averaged values from the World Ocean At-
las 2001 at 0.25◦ grid resolution are taken.

The simulation of the fraction of OM within PMA requires
the sea surface chlorophyll-a concentration fields. Satellite
retrievals provide the best spatial coverage. The chlorophyll595

product from MODIS-Aqua and MODIS-Terra were taken
from the OceanColour webpage. Here, the averages of the
monthly mean values of both satellites were used. Missing
data points were filled with the climatological monthly mean
values. Remaining gaps were filled by linear interpolation600

(Fig. 4).
To take the influence of the SST on the PMA emission

fluxes into account, SST data fields are needed. These were
taken from COSMO based on the reanalysed input data of
the GME model.605

4 Model results

Since the emission flux and the vertical transport of PMA
by turbulence are very sensitive to the surface wind speed it
is important that the model reproduces this parameter real-

Fig. 5. Modelled first layer wind speed compared to measure-
ments made during an Atlantic transsec (Cape Town towards Bre-
merhaven) with the research vessel Polarstern between 28.4.2011
and 17.5.2011 compared to the 1:1 line

istically. Modelled surface wind speeds were compared to610

measurements made during the northward-directed Atlantic
transec cruise number ANT-XXVII/4 of the research ves-
sel Polarstern. The measurements of the wind speed at the
Polarstern were made at 37m-height above sea level, which
is approximately the half level height of the lowest level of615

the ”African” domain. The model first layer wind speeds
are plotted against these observations in Fig. 5. The model
slightly underestimates the measured wind speeds. The slope
of the regression between model and observations is 0.8
(R2 = 0.68). This implies that the model slightly underes-620

timates PMA emission fluxes, due to the wind speed depen-
dence. This would be partly compensated by an overesti-
mated wind speed dependence in the PMA-emission flux pa-
rameterisation by Long et al. (2011). There the authors as-
sumed all air, which is entrained into the ocean, detrains as625

bubbles. As mentioned above, a part of the air dissolves in
the ocean during the raise back to the surface leading to a
lower amount of air detraining by bubbles than entrained by
wave breaking.

4.1 Comparison of modelled sea salt aerosol with sta-630

tion data

The model results for sodium concentrations were compared
with the measurements from the two EMEP-intensive cam-
paigns in January 2007 and June 2006 (Fig. 6 to 8). The
measurements (black symbols) are shown together with the635

model results neglecting a SST-dependence (blue lines) and
using the S11-SST-correction (red lines). In all figures the
EMEP-stations are sorted from north to south for January
2007 and June 2006.

To compare the model results for coarse mode particles,640

PM10-PM2.5 were calculated from PM10 and PM2.5 data
(Fig. 6). It should be noted that the measurement uncertain-

Fig. 4. Monthly averaged surface chlorophyll a concentration merged and interpolated from
MODIS-AQUA and MODIS-TERRA data for December 2007.
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Fig. 4. Monthly averaged surface chlorophyll-a concentra-
tion merged and interpolated from MODIS-AQUA and MODIS-
TERRA data for December 2007

(Fig. 3) including the north east Atlantic as potential source
for PMA was chosen. The model uses a horizontal grid reso-
lution of 0.25◦ and 30 vertical model layers in MUSCAT and
40 layers in COSMO. The mid-height of the lowest level is580

at approximately 10m. The spin up time of the model is five
days.

For the comparison to the measurements at Sao Vincente
in December 2007 a second model domain is used (African
domain) (Fig. 4). The grid resolution is the same as for the585

European domain except that z1/2 = 33m, which is close to
the measurement height of the tower.

Further input data needed for the simulation of PMA emis-
sion are visualised in Fig. 3 and 4. Ocean surface salinity
distribution is shown in Fig. 3 for the ”European” domain.590

There, the yearly averaged values from the World Ocean At-
las 2001 at 0.25◦ grid resolution are taken.

The simulation of the fraction of OM within PMA requires
the sea surface chlorophyll-a concentration fields. Satellite
retrievals provide the best spatial coverage. The chlorophyll595

product from MODIS-Aqua and MODIS-Terra were taken
from the OceanColour webpage. Here, the averages of the
monthly mean values of both satellites were used. Missing
data points were filled with the climatological monthly mean
values. Remaining gaps were filled by linear interpolation600

(Fig. 4).
To take the influence of the SST on the PMA emission

fluxes into account, SST data fields are needed. These were
taken from COSMO based on the reanalysed input data of
the GME model.605

4 Model results

Since the emission flux and the vertical transport of PMA
by turbulence are very sensitive to the surface wind speed it
is important that the model reproduces this parameter real-

Fig. 5. Modelled first layer wind speed compared to measure-
ments made during an Atlantic transsec (Cape Town towards Bre-
merhaven) with the research vessel Polarstern between 28.4.2011
and 17.5.2011 compared to the 1:1 line

istically. Modelled surface wind speeds were compared to610

measurements made during the northward-directed Atlantic
transec cruise number ANT-XXVII/4 of the research ves-
sel Polarstern. The measurements of the wind speed at the
Polarstern were made at 37m-height above sea level, which
is approximately the half level height of the lowest level of615

the ”African” domain. The model first layer wind speeds
are plotted against these observations in Fig. 5. The model
slightly underestimates the measured wind speeds. The slope
of the regression between model and observations is 0.8
(R2 = 0.68). This implies that the model slightly underes-620

timates PMA emission fluxes, due to the wind speed depen-
dence. This would be partly compensated by an overesti-
mated wind speed dependence in the PMA-emission flux pa-
rameterisation by Long et al. (2011). There the authors as-
sumed all air, which is entrained into the ocean, detrains as625

bubbles. As mentioned above, a part of the air dissolves in
the ocean during the raise back to the surface leading to a
lower amount of air detraining by bubbles than entrained by
wave breaking.

4.1 Comparison of modelled sea salt aerosol with sta-630

tion data

The model results for sodium concentrations were compared
with the measurements from the two EMEP-intensive cam-
paigns in January 2007 and June 2006 (Fig. 6 to 8). The
measurements (black symbols) are shown together with the635

model results neglecting a SST-dependence (blue lines) and
using the S11-SST-correction (red lines). In all figures the
EMEP-stations are sorted from north to south for January
2007 and June 2006.

To compare the model results for coarse mode particles,640

PM10-PM2.5 were calculated from PM10 and PM2.5 data
(Fig. 6). It should be noted that the measurement uncertain-

Fig. 5. Modelled first layer wind speed compared to measurements made during an Atlantic
transsec (Cape Town towards Bremerhaven) with the research vessel Polarstern between 28
April 2011 and 17 May 2011 compared to the 1 : 1 line.
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Barthel et al.: SST dependence of the PMA emission 9

Fig. 6. Modelled PM10-PM2.5 sodium mass concentration without
SST correction (blue lines) and with SST correction using S11 (red
lines) compared to EMEP measurements (black symbols)

ties of PM10-PM2.5 thus contain the uncertainties of both
measurements. PM10-PM2.5 measurements data show 2−3
times higher sodium concentrations at Auchencorth Moss,645

Cabauw and Melpitz in winter compared to summer. This
can be attributed to the higher wintertime wind speed (Tsyro
et al., 2011), which is the dominating parameter for PMA
emissions. The salting of icy roads may also have an influ-

Fig. 7. Modelled PM2.5 sodium mass concentration without SST
correction (blue lines) and with SST correction using S11 (red lines)
compared to EMEP measurements (black symbols)

ence on the wintertime measurements, but is assumed to be650

of less importance (Tsyro et al., 2011). The measured sodium
concentration at Virolahti is by a factor of 0.7 lower in Jan-
uary compared to June. This points to the importance of SST,
which varies strongly in the Baltic Sea (near Virolahti) by
up to a factor of 6 between January and June. At other sta-655

tions it varies only by 1.8 (Irish Sea) to 3.2 (German Bay).

Fig. 6. Modelled PM10–PM2.5 sodium mass concentration without SST correction (blue lines)
and with SST correction using S11 (red lines) compared to EMEP measurements (black sym-
bols).
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Fig. 6. Modelled PM10-PM2.5 sodium mass concentration without
SST correction (blue lines) and with SST correction using S11 (red
lines) compared to EMEP measurements (black symbols)

ties of PM10-PM2.5 thus contain the uncertainties of both
measurements. PM10-PM2.5 measurements data show 2−3
times higher sodium concentrations at Auchencorth Moss,645

Cabauw and Melpitz in winter compared to summer. This
can be attributed to the higher wintertime wind speed (Tsyro
et al., 2011), which is the dominating parameter for PMA
emissions. The salting of icy roads may also have an influ-

Fig. 7. Modelled PM2.5 sodium mass concentration without SST
correction (blue lines) and with SST correction using S11 (red lines)
compared to EMEP measurements (black symbols)

ence on the wintertime measurements, but is assumed to be650

of less importance (Tsyro et al., 2011). The measured sodium
concentration at Virolahti is by a factor of 0.7 lower in Jan-
uary compared to June. This points to the importance of SST,
which varies strongly in the Baltic Sea (near Virolahti) by
up to a factor of 6 between January and June. At other sta-655

tions it varies only by 1.8 (Irish Sea) to 3.2 (German Bay).

Fig. 7. Modelled PM2.5 sodium mass concentration without SST correction (blue lines) and with
SST correction using S11 (red lines) compared to EMEP measurements (black symbols).
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10 Barthel et al.: SST dependence of the PMA emission

Fig. 8. Modelled PM1 sodium mass concentration without SST
correction (blue lines) and with SST correction using S11 (red lines)
compared to EMEP measurements (black symbols)

Near Virolahti the monthly averaged wind speed (model) in-
creased by 1.8 from June to January. At Birkenes there is
also a slight decrease by a factor of 0.9 in the sodium con-
centration, which is attributed to the different origin of the air660

masses in January and June. In January the main wind direc-
tion is west to northwest, resulting in a long transport time
over land, which leads to a higher amount of particles to be
deposited before they reach the station. In June, the main
wind direction varies in such way that a higher amount of665

particles is advected from south to east, where transport over
land is short. The highest monthly averaged sodium con-
centrations (0.69µgm−3) are found at Cabauw in January.
While the concentrations at Auchencorth Moss are clearly
higher than at the inland station Melpitz with 0.63µgm−3

670

to 0.4µgm−3 in January, they are nearly equal in June with
0.26µgm−3 to 0.2µgm−3. The low sodium concentration
(0.15µgm−3 in January and 0.22µgm−3 in June) at Viro-
lahti, which is comparable to or lower than at Melpitz, results
from the low salinity of the Baltic Sea impacting PMA at Vi-675

rolahti. In contrast, Melptiz is influenced by air masses from
the Atlantic Ocean and North Sea. The model results with
the uncorrected SS source function overestimate the concen-
tration at nearly all stations and fit only at a few points well
to the measurements. The SST-correction using S11 leads to680

a better agreement between model results and measurements
with a tendency to underestimate the measured concentration
at some points, especially at peak concentrations.

The PM2.5 sodium concentrations in Fig. 7 show compa-
rable features to PM10-PM2.5 with higher monthly averaged685

concentrations for Auchencorth Moss (3.0 times), Cabauw
(1.8 times) and Melpitz (2.6 times) in winter than in sum-
mer. While the monthly average concentration at Virolahti in

June is nearly equal to that in January, at Birkenes the con-
centration is by a factor of 3.2 lower in June compared to690

January, which is the highest factor for all 5 stations; and in
contrast to PM10-PM2.5 where the wintertime concentration
were slightly lower. This may be due to the lower deposition
velocities of the smaller particles resulting in higher concen-
tration in January, although the air mass travels a longer way695

over land. Once again the highest average concentration is
found at Cabauw with 1µgm−3 in January and the lowest
at Virolahti and Melpitz with 0.11µgm−3 and 0.1µgm−3 in
June, whereas Birkenes has also a low concentration in June
with 0.12µgm−3. In January the concentration at Virolahti700

is the lowest with 0.11µgm−3. Again the SST-correction by
S11 decreases the modelled sodium concentration, but less
than for PM10-PM2.5. The overestimation using the uncor-
rected source function is decreased or disappeared at all sta-
tions, so the S11 tends to underestimate the sodium concen-705

tration at some points.
PM1 concentration data were only available at the stations

Virolahti and Melpitz from January 2007 and June 2006 (Fig.
8). At both stations the measured concentrations are lower
in June than in January with 0.77 and 0.87 in the monthly710

averaged values. In both months the sodium concentration
is nearly 4.6 times higher at Melpitz than at Virolahti. Again
this is due to the air mass origin (the low salinity in the Baltic
Sea causing less SS in Virolahti) and the low deposition rate
of the small particles, which causes less PM1 removal com-715

pared to PM10 removal. The S11-SST-function lowers the
PM1 concentration compared to the uncorrected version.

Figure 9 compares the model results for sodium with mea-
surements by a Berner-impactor which operated at Sao Vin-
cente. The measured sodium concentration increases from720

the second to the fifth impactor stage. The higher concentra-
tion in the first stage compared to the second were found in
other measurements at this station as well (compare Müller et
al. (2010)) and may be due to higher uncertainties in the mea-
surements at these low sodium concentrations. The model725

results with the S11-SST-correction are only a little lower
than the uncorrected results, which is much less than the dif-
ference at the EMEP-stations due to the higher SST in the
subtropical Atlantic (∼ 20◦C). At the second impactor stage
both model versions slightly overestimate the measurements,730

while at the third to fifth stage both fit well, where S11 fits
slightly better.

4.2 Contribution of organic matter to PMA

The contribution of primary OM to PMA is evaluated for the
”African” domain in December 2007. This OM is emitted735

from the ocean surface mixed with SS. Figure 10 shows the
monthly averaged emission fluxes of organic carbon (OC)
obtained with the SST-correction function of S11. A con-
version factor of 2 (Müller et al., 2010; Turpin et al., 2000),
which stands for aged aerosol, was applied to obtain the OC740

mass from the modelled OM. The total amount of OC is

Fig. 8. Modelled PM1 sodium mass concentration without SST correction (blue lines) and with
SST correction using S11 (red lines) compared to EMEP measurements (black symbols).
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Barthel et al.: SST dependence of the PMA emission 11

Fig. 9. Modelled sodium mass concentration without SST correction (blue lines) and with SST correction using S11 (red lines) compared to
the Berner-impactor measurements at Sao Vincente (black symbols) for December 2007

found to be up to 3 times higher in the emitted submicron par-
ticles than in the supermicron particles. A maximum emis-
sion flux of 9ngm−2s−1 was found west of Great Britain. In
this area high wind speeds often occur, especially in winter-745

time. The OC flux distribution shown in Fig. 10 indicates
that the distribution of the OC emission is more strongly in-
fluenced by the wind speed, due to the correlation to the SS
emission flux, than by the chlorophyll-a concentration (com-
pare Fig. 4). An inversely proportional wind speed depen-750

dence of the RV p ratio, due to stronger ocean surface mix-
ing and surface microlayer destruction at higher wind speeds
(Gantt et al., 2011), would lower the influence of the wind
speed on the total OC emission rate.

The locally increased emission fluxes west of Africa are755

due to the higher chlorophyll-a concentration, which is a re-
sult of the increased primary production supported by high
nutrient availability due to upwelling at the African west
coast and the deposition of mineral dust from the Sahara.
This region is important for the measurements at Sao Vin-760

cente since the majority of the detected air masses origi-
nate there. This leads to the daily averaged contribution of
OM in the total PMA, shown in Fig. 11 for all 5 impactor
stages at Sao Vincente. From the second to the fifth stage
the measured RV p decrease from 0.95 to 0.25, which is cap-765

tured by the model. The lower ratio in stage 1 compared to
stage 2 can be related to the higher sodium concentration in
stage 1. Compared to the measurements the modelled RV p
shows much less variability at all sizes. This variability is
due to the slightly different origins of the PMA with dif-770

ferent chlorophyll-a concentration. The inclusion of a wind

speed dependence in computation of the contribution of OM
to total PMA and the use of daily resolved chlorophyll-a con-
centration instead of the monthly averaged values may cause
higher variability in the modelled RV p. The comparison of775

the model results with the measurements shows that the pa-
rameterisation of Long et al. (2011) in the current setup re-
trieves OM volume ratios, which underestimate the measure-
ments at the four larger impactor stages. Likely this underes-
timation is a result of underestimating the total OM concen-780

tration, since the sodium concentration is in good agreement
with the measurements (Fig. 9). This seems to be in contrast
to the results of Gantt et al. (2012b), who found the param-
eterisation by Long et al. (2011) overpredicts the concentra-
tion of OM at Mace Head (53.33◦N, 9.90◦W) and Amster-785

dam Island (37,80◦S, 77.57◦E). However, those results were
compared to stations in the mid-latitudes, while here the re-
sults are compared to a station in the lower latitudes (Tab. 2).
Also, the model assumptions differ from each other, so that
the results are not directly comparable. The differing results790

highlight the importance of the model set up to account for
the correct description of the emission rates.

4.3 Emission fluxes

For the two simulations in January 2007 and June 2006 the
monthly averaged emission fluxes of dry submicron and su-795

permicron PMA mass are plotted in Fig. 12. There the re-
sults without temperature correction are shown. Due to the
higher wind speeds in winter especially over the Atlantic the
emission rates as well as the maximum emissions are higher
in January than in June, resulting in higher airborne particle800

Fig. 9. Modelled sodium mass concentration without SST correction (blue lines) and with SST
correction using S11 (red lines) compared to the Berner-impactor measurements at Sao Vin-
cente (black symbols) for December 2007.
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12 Barthel et al.: SST dependence of the PMA emission

Fig. 10. Modelled monthly averaged emission fluxes of organic carbon for December 2007

Fig. 11. Modelled RV p = VOM/Vp in the aerosol phase compared to measurements with a Berner-impactor at Sao Vincente (Cape Verde)

concentrations. This model result reproduces the majority
of the measurements (compare Fig. 6 and 7). The location
of the highest emission rates differs between January and
June as well. While in June the areas with the local maxi-
mal emission rates are located north west of Ireland and west805

of Iceland, in January the maximum emission is spread over
a larger area west of Ireland and Scotland with additional
strong emissions from the North Sea. The low emission rates
at the Baltic Sea are due its low salinity.

The SST correction factors applied to the emission fluxes810

are recalculated from the monthly averaged total emission
fluxes for submicron and for supermicron particles (Figs.
13-14). The factors for all size classes differ more or less
strongly from each other with the majority retrieving a factor
lower than 1, thus decreasing the emission rates. The emis-815

sion fluxes of supermicron particles are decreased by all pa-

rameterisations. The strongest decrease was found for S11,
while the highest correction factors are found for the Zb13
starting north of Great Britain, because the emissions were
unaffected above TW = 13◦C in that parameterisation. Apart820

from reducing emissions, none of the correction functions
changes the regional characteristics of the emission fluxes,
which remains dominated by the wind speed. J11 and S11
show the same characteristics in the submicron size frac-
tion of PMA. The correction factor from J11 is identical for825

the submicron and supermicron particles, due to the missing
size dependence. The submicron correction factor for S11 is
higher than for supermicron particles but still below 1. This
is despite the fact that the S11-function showed an increase
in the emission rates of small particles (see Fig. 1). However,830

since it decreases emissions for particles larger than 0.2µm
which dominate the mass of submicron particles this leads

Fig. 10. Modelled monthly averaged emission fluxes of organic carbon for December 2007.
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12 Barthel et al.: SST dependence of the PMA emission

Fig. 10. Modelled monthly averaged emission fluxes of organic carbon for December 2007

Fig. 11. Modelled RV p = VOM/Vp in the aerosol phase compared to measurements with a Berner-impactor at Sao Vincente (Cape Verde)

concentrations. This model result reproduces the majority
of the measurements (compare Fig. 6 and 7). The location
of the highest emission rates differs between January and
June as well. While in June the areas with the local maxi-
mal emission rates are located north west of Ireland and west805

of Iceland, in January the maximum emission is spread over
a larger area west of Ireland and Scotland with additional
strong emissions from the North Sea. The low emission rates
at the Baltic Sea are due its low salinity.

The SST correction factors applied to the emission fluxes810

are recalculated from the monthly averaged total emission
fluxes for submicron and for supermicron particles (Figs.
13-14). The factors for all size classes differ more or less
strongly from each other with the majority retrieving a factor
lower than 1, thus decreasing the emission rates. The emis-815

sion fluxes of supermicron particles are decreased by all pa-

rameterisations. The strongest decrease was found for S11,
while the highest correction factors are found for the Zb13
starting north of Great Britain, because the emissions were
unaffected above TW = 13◦C in that parameterisation. Apart820

from reducing emissions, none of the correction functions
changes the regional characteristics of the emission fluxes,
which remains dominated by the wind speed. J11 and S11
show the same characteristics in the submicron size frac-
tion of PMA. The correction factor from J11 is identical for825

the submicron and supermicron particles, due to the missing
size dependence. The submicron correction factor for S11 is
higher than for supermicron particles but still below 1. This
is despite the fact that the S11-function showed an increase
in the emission rates of small particles (see Fig. 1). However,830

since it decreases emissions for particles larger than 0.2µm
which dominate the mass of submicron particles this leads

Fig. 11. Modelled RVp = VOM/Vp in the aerosol phase compared to measurements with
a Berner-impactor at Sao Vincente (Cape Verde).
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Barthel et al.: SST dependence of the PMA emission 13

Fig. 12. Monthly averaged total PMA mass emission fluxes for submicron (top panels) and super micron (bottom panels) PMA emission in
January 2007 (left panels) and June 2006 (right panels)

Fig. 13. Monthly averaged SST-correction factors for submicron PMA emission in June 2006 (top panels) and January 2007 (bottom panels)
for the different parameterizations

Fig. 12. Monthly averaged total PMA mass emission fluxes for submicron (top panels) and
super micron (bottom panels) PMA emission in January 2007 (left panels) and June 2006 (right
panels).
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Barthel et al.: SST dependence of the PMA emission 13

Fig. 12. Monthly averaged total PMA mass emission fluxes for submicron (top panels) and super micron (bottom panels) PMA emission in
January 2007 (left panels) and June 2006 (right panels)

Fig. 13. Monthly averaged SST-correction factors for submicron PMA emission in June 2006 (top panels) and January 2007 (bottom panels)
for the different parameterizations

Fig. 13. Monthly averaged SST-correction factors for submicron PMA emission in June 2006
(top panels) and January 2007 (bottom panels) for the different parameterizations.
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14 Barthel et al.: SST dependence of the PMA emission

Fig. 14. Monthly averaged SST-correction factors for supermicron PMA emission in June 2006 (top panels) and January 2007 (bottom
panels) for the different parameterizations

to the decrease of the total emission fluxes with temperature.
Finally the Zb13-correction function increases the submicron
emissions for lower SST. This is because of the high factor835

for particles around 0.1 micron, which then dominate the size
distribution. This high factor leads to changed regional char-
acteristics of the highest PMA emission rates, which are now
located at the low temperature water around Greenland. Fur-
thermore the high correction factors at the northern Baltic840

Sea should be noted, which lead to strong increases in the
emission rates resulting in high concentrations at Virolahti
when using this function.

4.4 Sensivity to correction of the SST

The Figs. 15-18 show boxplots with the 5, 25, 50, 75 and 95-845

percentile for the measurements compered to the median of
the model results, where S11 is given in red symbols, J11 in
black symbols, Zb13 in green symbols and the results with-
out SST correction in blue symbols. The daily average val-
ues are used for all included data and only these model values850

were taken into account where measurements exist.

4.4.1 PM10-PM2.5

For PM10-2.5 concentrations the measurements and model
results at the five EMEP-stations are plotted in Fig. 15. As
explained above, the model simulates the highest sodium855

concentrations when using no correction for SST. All SST-
correction functions lower the modelled concentrations, with

Zb13 resulting in the highest and S11 the lowest values.
The uncorrected values are higher than the measured ones
at all stations and higher or even near the 95-percentile at860

the majority of the stations especially in January. For Vi-
rolahti, Birkenes and Melpitz in June the uncorrected con-
centrations are closer to the measured median and within the
75-percentile. The higher overprediction in January points
towards the need of the SST correction. All three tested cor-865

rection functions improved the model results compared to the
measurements. While Zb13 and J11 lower the concentrations
only a little so that there are still stations with overprediction
of sodium concentrations, the S11-function lead to underes-
timations of the modelled concentrations except at Auchen-870

corth Moss and Birkenes in January, but overall the S11-SST-
correction result in the best agreement of model results and
observations.

4.4.2 PM2.5

Boxplots of PM2.5 are shown for the same stations as for875

PM10-PM2.5 (Fig. 16). In that size range no clear opti-
mum correction function is found. The Zb13-function in-
creases the concentrations, because the correction factor is
higher than 1 for particles smaller than 1.8µm. This leads to
worse results where the uncorrected version overpredicts the880

measured concentration, but improves the results at Cabauw,
Auchencorth Moss in January and Melpitz in June. Since the
results of the uncorrected model are close to the measure-

Fig. 14. Monthly averaged SST-correction factors for supermicron PMA emission in June 2006
(top panels) and January 2007 (bottom panels) for the different parameterizations.
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Barthel et al.: SST dependence of the PMA emission 15

Fig. 15. Median of the sodium mass concentration in PM10-PM2.5
in µgm−3 for S11 (red symbol), J11 (black symbol), Zb13 (green
symbol) and no SST correction (blue symbol) compared to EMEP
measurements

ments, the S11-correction function leads to strong underpre-
dictions of the measurements. Overall the J11-function tends885

to result in best agreement with measurements for that case
study.

4.4.3 PM1

It was mentioned above that the SST-correction with Zb13 re-
trieves high correction factors for PM1 at the northern Baltic890

Sea. This leads to high emission rates resulting in high mod-
elled concentrations of marine aerosol at the station Viro-
lahti. In Fig. 17 it can be seen that these high values lead
to a strong overprediction of the sodium mass compared to
the measurements, especially in January. The lower concen-895

trations by the neglection of the SST-dependence or the use
of S11 and J11 are closer to the measurements for that sta-
tion. However these three model setups underpredicted the
concentration at Melpitz, where the increase of the concen-
tration by Zb13 fits best to the measurements.900

4.4.4 Berner-impactor at Sao Vicente

Figure 18 compares the model results with measurements of
a Berner-impactor which operated at the CVAO at Sao Vin-
cente. Due to the relatively high SST at these latitudes only
a slight influence by the correction functions can be distin-905

guished. S11 shows the strongest decrease in the concentra-
tions, caused by the origin of the air mass, which is mainly
from regions with a SST around 20◦C. J11 does not change
the concentrations compared to the uncorrected version sig-
nificantly and Zb13 has no influence due to the SST being910

above 13◦C.
For the second, fourth and fifth stage best agreement is

for S11, but again with the tendency to underestimate the
concentration. For the third stage it cannot be decided which
parameterisation results in the best values in comparison with915

the measurements.

5 Discussion

The EMEP-intensive campaign measurements were also
used by Tsyro et al. (2011) for the evaluation of the EMEP
chemical transport model. The authors found the model to920

underpredict the PM2.5 and PM10 sodium concentration in
June 2006 while the model underprediction is less or changes
to overprediction of the measurements in January 2007. They
attributed the discrepancies to inaccuracies in the wind pre-
diction or the coarse model grid resolution (50x50km−2).925

The same results are found for sodium concentrations for
COSMO-MUSCAT when PMA emissions are not SST cor-
rected (Fig. 6 and 7). In contrast to the EMEP-model the
sodium concentration is overestimated with the uncorrected
SS source function in COSMO-MUSCAT. SST correction of930

the PMA emission decreases the modelled sodium concen-
tration at the EMEP stations, so that the measurements are

Fig. 15. Median of the sodium mass concentration in PM10–PM2.5 in µgm−3 for S11 (red sym-
bol), J11 (black symbol), Zb13 (green symbol) and no SST correction (blue symbol) compared
to EMEP measurements.
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16 Barthel et al.: SST dependence of the PMA emission

Fig. 16. Median of the sodium mass concentration in PM2.5 in
µgm−3 for S11 (red symbol), J11 (black symbol), Zb13 (green
symbol) and no SST correction (blue symbol) compared to EMEP
measurements

Fig. 17. Median of the sodium mass concentration in PM1 in
µgm−3 for S11 (red symbol), J11 (black symbol), Zb13 (green
symbol) and no SST correction (blue symbol) compared to EMEP
measurements

matched better than without correction. This is particularly
evident for the PM10-PM2.5 size range and for the winter
month. The strongest emission decrease was obtained by S11935

resulting in underestimation of the sodium concentration at
the measurement sites, while the J11 correction has a smaller
effect. For the coarse particles the use of the SST-correction
function by S11 gives reasonable results.

The effect of the SST correction is not as clear for PM2.5940

concentrations. For this size range the S11 correction func-
tion leads to worse results compared to the other functions
in the comparison with the observations. In the current work
the parameterisation of Long et al. (2011) was used to de-
scribe the PMA emission flux. The use of a different PMA945

emission functions (e.g.: Sofiev et al. (2011)) (Fig. 2) with
higher emission rates will result in higher non-SST-corrected
PM2.5 sodium concentrations than with the parameteriza-
tion by Long et al. (2011). In combination with the S11-
SST-correction those modelled concentrations would result950

in better agreement with the observations at the EMEP mea-
surement sites, but would lead to overestimations of the con-
centrations at Sao Vincente.

At Melpitz, the measured sodium concentrations in the
PM1 size range decrease in January compared to June. This955

is in contrast to coarse particles, where they increase. This
behaviour is similar for Virolahti, but less clear. Such an
effect could be due to the decrease of the concentration of
larger particles within the size spectrum being partly com-
pensated by the increase of smaller particles with lower960

Fig. 16. Median of the sodium mass concentration in PM2.5 in µgm−3 for S11 (red symbol), J11
(black symbol), Zb13 (green symbol) and no SST correction (blue symbol) compared to EMEP
measurements.
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16 Barthel et al.: SST dependence of the PMA emission

Fig. 16. Median of the sodium mass concentration in PM2.5 in
µgm−3 for S11 (red symbol), J11 (black symbol), Zb13 (green
symbol) and no SST correction (blue symbol) compared to EMEP
measurements

Fig. 17. Median of the sodium mass concentration in PM1 in
µgm−3 for S11 (red symbol), J11 (black symbol), Zb13 (green
symbol) and no SST correction (blue symbol) compared to EMEP
measurements

matched better than without correction. This is particularly
evident for the PM10-PM2.5 size range and for the winter
month. The strongest emission decrease was obtained by S11935

resulting in underestimation of the sodium concentration at
the measurement sites, while the J11 correction has a smaller
effect. For the coarse particles the use of the SST-correction
function by S11 gives reasonable results.

The effect of the SST correction is not as clear for PM2.5940

concentrations. For this size range the S11 correction func-
tion leads to worse results compared to the other functions
in the comparison with the observations. In the current work
the parameterisation of Long et al. (2011) was used to de-
scribe the PMA emission flux. The use of a different PMA945

emission functions (e.g.: Sofiev et al. (2011)) (Fig. 2) with
higher emission rates will result in higher non-SST-corrected
PM2.5 sodium concentrations than with the parameteriza-
tion by Long et al. (2011). In combination with the S11-
SST-correction those modelled concentrations would result950

in better agreement with the observations at the EMEP mea-
surement sites, but would lead to overestimations of the con-
centrations at Sao Vincente.

At Melpitz, the measured sodium concentrations in the
PM1 size range decrease in January compared to June. This955

is in contrast to coarse particles, where they increase. This
behaviour is similar for Virolahti, but less clear. Such an
effect could be due to the decrease of the concentration of
larger particles within the size spectrum being partly com-
pensated by the increase of smaller particles with lower960

Fig. 17. Median of the sodium mass concentration in PM1 in µgm−3 for S11 (red symbol), J11
(black symbol), Zb13 (green symbol) and no SST correction (blue symbol) compared to EMEP
measurements.
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Barthel et al.: SST dependence of the PMA emission 17

Fig. 18. Sodium mass concentration in µgm−3 for S11 (red symbol), J11 (black symbol), Zb13 (green symbol) and no SST correction (blue
symbol) compared to Berner-impactor measurements (Boxplot) at Sao Vincente

SST. However, the evaluation at only two stations and two
months is insufficient to obtain statistically meaningful re-
sults. In general, the uncorrected version tends to underes-
timate the PM1 concentration so that the results with Zb13
are in best agreement with the measurements at the EMEP965

station. However, the very high correction factor for low
temperatures leads to overestimations of the concentration
at near coastal stations in winter as at Virolahti. Based on
the small amount of available measurement data, a final con-
clusion for the SST-correction function regarding PM1 is not970

possible.

The measured sodium concentration at Virolahti is low
compared to Cabauw or Auchencorth Moss, although all sta-
tions are of marine background. The reason for this is the air
mass origin - Virolahti is influenced by air masses from the975

Baltic Sea, which has a salinity of 7h and lower. In contrast,
the air mass arriving at Cabauw and Auchencorth Moss orig-
inates from the North Sea and the North-east Atlantic, where
the salinity is around 35h. The model captures the influence
of salinity on SSA emission well.980

The new SST-correction function that was based on mea-
surements by Zábori et al. (2012) did not lead to better results
compared to the other parameterizations. With that parame-
terization the concentrations of fine particles were overpre-
dicted especially near cold waters, and the decrease of the985

coarse particle concentration was too low to reproduce the
measured concentration. The size dependence of the cor-
rection factor cannot be validated by the available measure-
ments.

The modelled monthly averaged emission fluxes of submi-990

cron primary OC for the ”African” model domain in Decem-
ber 2007 were found to be between 1− 2ngm−2s−1 west
of Africa and the Mediterranean Sea and increase west of
Europe towards 9ngm−2s−1 west of Great Britain. This is
comparable to the multi-year average values determined by995

Long et al. (2011) and Spracklen et al. (2008).

6 Conclusions

In this work we tested the importance of considering the in-
fluence of SST on PMA emissions, together with impacts
of surface winds and salinity. In particular for coarse mode1000

particles neglecting the SST-dependence lead to overestima-
tions of the PMA-concentrations by the model compared to
measurements at land and island stations. While we find that
using the correction functions by S11 and J11 improve the
model performance for coarse mode particles, not enough1005

data were available for PM1 to test the role of SST in this
size fraction. More measurements in this size range are re-
quired to study particle fluxes in the small sizes that are also
important to study the role of PMA in cloud modification.

A size shift of the dry SS size distribution towards smaller1010

sizes with lower salinities could be indicated.
For the description of the contribution of OM to PMA a re-

placement of SS by this OM has been assumed in the combi-
nation with the Long et al. (2011) function for the description
of the their relation to each other. While the monthly aver-1015

aged emission rates for submicron OM in December 2007
were found to be comparable to multi-year averaged values
from literature, the measured ratio of OM to total PMA were
underestimated at Sao Vincente. Since the used parameter-
ization was developed from laboratory measurements it ac-1020

counts only for primary OM. However secondary OM may
also be part of the detected aerosols, leading to underestima-
tions by the model results. Furthermore OM from the African
continent can be detected within the measurements, which
has also not been taken into account in the model. Both fac-1025

tors need to be discussed in future works.
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Fig. 18. Sodium mass concentration in µgm−3 for S11 (red symbol), J11 (black symbol), Zb13
(green symbol) and no SST correction (blue symbol) compared to Berner-impactor measure-
ments (Boxplot) at Sao Vincente.
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